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Abstract

The objective of this research was to develop a new approach to making process
scheduling decisions in real-time computer systems for such demanding control applications
as spacecraft control and industrial factory automation. The approach used applies not only
to scheduling process execution time, but also to scheduling other resources such as

physical and logical messages on a communications medium,

Real-time systems differ fundamentally from non-real-time systems in several ways; most
significantly in that the performance metric of interest is not throughput, but rather "response
time" in the sense of completing the most critical tasks according to application-defined time
constraints. Stated another way, we define a real-time system to be one in which there is an
application environment-defined value to the system for completing a process at a particular
time, and in which assertions about this value as a function of time form an essential part of

the correctness of the computation.

In response to the proliferation of expensive, fragile systems that are prone to unpredictable
behavior and failure under overload conditions, we have defined a scheduling algorithm
which explicitly utilizes the time-varying completion value -of a process to determine the
sequence in which a sat of competing processes should be executed. Using these functions,
the scheduler attempts to make scheduling decisions which maximize the total value to the
system. Processes are assumed to be independent and preemptible, and to exhibit a
stochastic processing time. The computational environment consists of one or more

processors executing a single set of processes.

Having evaluated this scheduler in a real-time system simulator, we conclude that in a
heavily loaded real-time system (either a transient or persistent load), this time-driven, value-
function controlled algorifhm provides a consistently high total v_alue for a large number of
task sets. The algorithm produced this high total vaiue under extremely widely varying load
conditions, process execution times and distributions, execution-time knowledge, numbers of
processors, periodic and aperiodic processes, either steady or intermittent load levels, and

with a wide variety of either homogeneous or non-homogeneous value functions.
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Chapter 1
Introduction

This thesis is concerned with the decision making required to define a sequence of
processes in a real-time system; our principal objective is to develop a new approach 1o
scheduling processes far execution in real-time computer systems. The issues with which we
deal range from the decision process itseif to the complexity and time constraints of the

real-time environment.

In this chapter, we introduce the research background and motivation for this work,
discussing general decision making concepts and their application to real-time operating
system resource allocation decisions. This chapter also describes the specific problem we
have addressed, that of real-time process scheduling, and our approach to soiving this
problem.

1.1. Background

1.1.1. Decisions

Making a decision can be described as a sequence of actions which is essentially the same

whether the process is carried out by a human or by a machine:

1. Acquisition of knowledge. There are many types of knowledge concerning the
decision to be made, including estimation of the state of the decision
environment, parameters affecting each factor in the decision, the rules by which
inferences may be drawn from the available information, and estimation of the
effects on the decision environment which may be expected to result from each
potential decision.

2. Enhancement of the available knowledge. This includes correlating new
information with previous information or information from other sources, filtering
(e.g., a Kalman filter), transforming the information to a more useful domain (e.g.,
spatial coordinate transformations), predictions of future information, and
comparisons of current information with the results of past predictions. There are



a number ot questions which should be answered here: for example, if some
information is inaccurate and/or incomplete, what steps, if any, can be taken to
improve it from the point of view of the decision to be made? Are there inference
rules which can be applied to the information from different sources which can
strengthen the certainty of the conclusions drawn from such inaccurate or
incomplete knowledge?

3. Evaluation of the available knowledge. Not all information is complete or
accurate, and an evaluation of its quality (i.e., usefuiness for the impending
decision) is essential to its correct interpretation and inclusion in a body of
knowledge. The information may be augmented by providing for hypotheses to
be generated and tested (e.g., the Hearsay system [Erman €0]), performing
extrapolation, etc.

4, Making the decision. The decision itself is made by applying a decision process
(i.e., an algorithm or a set of heuristics) to the results of the previous steps. In this
research, for example, when an operating system schedules processor time, the
information regarding the processor load and process requirements must be
converted by a scheduling algorithm into an ordered sequence of processes to be
run.

1.1.2. Operating Systems Decisions

Making decisions is not only a pervasive human activity, but is a critical part of the
management of resources in-a computer operating system. Both humans and computers
make decisions at many levels of abstraction; for computers, typical decision levels range
from low level storage allocation decisions to relatively compl‘ex application level decisions
made by expert systems in such areas as medical diagnosis and robotic visual scene analysis.
The research described here constitutes a contribution to the science and engineering of an
important aspect of decision making in resource allocation performed by a reai-time operating
system on behalf of a real-time application such as a military command and control system or

an industrial supervisory process control system.

Making decisions within an operating system is an especially difficulf problem. For ah
expert system, for example, the most important criterion is the quality of the decision rather
than its time constraint; the processor on which the expert system is running can be
dedicated to making these decisions. A computer operating system, on the other hand, must
make its decisions using the same resources which it is trying to allocate, thus decreasing the
resource availability. This means that the expenditure of these same system resources by the
operating system itself must be commensurate with the value of the remaining resources to

the application; the management of resources is not an end unto itself. Clearly, if the



operating system uses excessive processor time to make nearly optimum scheduling
decisions using all available information, it would have been better to use a purely random

scheduler which makes decisions using no information at all.

Decisions within the operating system share with many expert systems the property that
they must frequently be made in an environment of incomplete and inaccurate data. This

situation arises because of several factors;

e If a system is distributed, the global system state is changing much faster than it
can be communicated throughout the system, so such state information cannot
be known by any one processor; this forces global decisions such as those for
load balancing and communication routing to use incomplete and inaccurate
data.

e Even within a single processor, such information as process CPU requirements
can at best be known only stochastically due to varying data and ‘device
dependencies. This is also true of current processor load, network traffic, and
most other processor state information.

e Since many optimal decision problems, including most scheduling decisions, are
known to be NP-complete or NP-hard, they must be made using heuristics based
on whatever information is available. Decisions in an operating system, unlike
those made in many other environments, cannot be delayed until sufficient
information is available to make an optimum decision.

1.1.3. Decisions in Real-Time

In this research, we have studied a particular resource allocation problem with respect to
the relevant decisions required for its solution. Although there are several such problems
which could have been used in this study, an important problem in operating system resource
management for which difficult decisions must be made is that of real-time process
scheduling. These decisions are difficult whether the system is resident in a distributed
system, a multiprocessing system, or a uniprocessing system. If an optimal solution is
desired, the scheduling probiem is known to be NP-complete or NP-hard even in some of its
simplest forms, in either a uniprocessing or a distributed environment [Karp 72, Sahni 76], so
a best effort to determine a process schedule is necessary. In this work, we restrict ourselves
to logically centralized scheduling in the sense that our decisions will be made by a single
decision maker, rather than using a multilateral approach (e.g., a team of nodal decision
makers). Although we are also quite interested in multilateral decision making for process

scheduling in a distributed system, we leave this as a future extension to our work.



Normal multiprogramming systems (e.g., time-sharing systems) are expected to process
muitiple job streams simultaneously, so the efficient scheduling of these jobs to maximize
throughput and maintain fairness among competing jobs is critical to the performance of the
entire set of jobs taken as a whole. The principal difference between normal time sharing
systems and real-time systems is the imposition of application-defined time constraints within
which responses must be made [Jensen 75]. In real-time systems the management of the
processor resources differs fundamentally in that the primary performance objective of such
systems is not to maximize throughput or maintain fairness, but instead to perform critical
operations according to a set of user defined critical time constraints. QOur research has been
directed toward making a best effort to manage these critical times, éspecially in the presence

of (possibly temporary) processor overload conditions.

This statement of the distinction between time sharing systems and real-time systems may
seem counter-intuitive, since real-time applications have been principally characterized by
their high speed requirements. It is true that almost all existing real-time system architectures
are approached by ensuring that an abundance of processing power is available and is
sufficient to handle the worst possible real-time situation, including transient conditions.
Approached in this way, the use of high speed equipment is clearly necessary. However,
such systems generally are extremely inefficient and therefore extreﬁwely expensive, and may
still fail to meet important response time requirements, causing failures to occur in
unpredictable ways. Such failures are particularly susceptible in real-time systems which may
sustain physical damage, causing virtually all exceptions to occur simultaneously (e.g., a
vehicle control system). It is in such systems that greatly underutilized resources are not
likely to be available due to weight, power, and cooling constraints; thus it is vitaily important

to efficiently control resource utilization in the event of overload.

Thus, the issue of meeting response time requirement§, implying that time constraints exist
and must be met to satisfy system specifications, must be separated from the issue of
throughput. The nature of the required response time characteristics (e.g., must every
deadline always be met, or can some be relaxed under certain conditions?) can be taken into
account by explicitly exploiting the user's critical times and user policy directives in the real-
time scheduling algorithms. The response time requirements and their characteristics in a
real-time system are generally derived from the external physical environment with which the.
system must interact {e.g., a hypothetical aircraft’s position must be computed every 100

milliseconds to ensure a positional accuracy of 25 meters).



1.1.4. The Archons Project

This research has been undertaken as a part of the Archons project at Carnegie Mellon
University. Archons is undertaking to create new resource management paradigms which are
as intrinsically decentralized as possible, then applying them as the foundation of an
experimental decentralized operating system which will be used to design and construct a
"decentralized computer” [Jensen 81, Jensen 82, Jensen 84]. The operating system for such
a decentralized computer is required to maké many resource allocation decisions using
inaccurate and incomplete information, and the results of this research are being used to
construct techniques for making these decisions, initially in the process scheduling area. The
Archons hardware configuration is expected to include separate processing capability for the
operating system and its application program at each node [Wendorf 83]. This is expected to
greatly enhance the capability of the system to support more cycle-intensive approaches to
the required decision algorithms, both for process scheduling and other resource

management, by allowing them to execute concurrently with the application.

1.2. Problem Statement

The purpose of any operating system is to present a virtual computer interface to a set of
application programs such that the user can effectively utilize the resources of the computer
to solve a particular problem. This virtua! computer has, as its goal, a presentation of the
resources of the underlying real computer in a form -such that they can be efficiently and

correctly used by an application program.

Resource allocation decisions are made on the basis of the available information within
constraints; the information may be inaccurate and incomplete, the processing resources
required to make an optimal decision using the information may not be reasonably
constrained, or the decision-making algorithms may be intractable regardless of the
processing resources. The decisions must still be made, however, so we must make a best

effort using the available information to make the decision [Jensen 84].



1.2.1. Best Effort Decision Making

By Best Effort Decision Making we mean making decisions in an environment in which the
best possible decision must be made regardless of the presence of inaccurate or incomplete
information, or the intractability of the decision problem. In traditional data processing, the
GIGO rule (garbage in, garbage out) has meant that it is considered wise not to make a
decision at all rather than to produce an incorrect decision. To be sure, there are many
situations in which this is valid, but an operating system must allocate resources for any
progress to be made by the application, so its resource management decisions must be made
in any case; it would not 5e appropriate for the operating system to delay the decision until

"sufficient" data or an optimal decision can be determined.

A best effort decision may be contrasted with a statistical decision in which a decision is
made based on imprecisely known, but stochastically valid information. A statistically
optimum decision is quite possible if the optimality criterion can be defined, while for the
scheduling model in which we are interested, an optimum decision is frequently not even

definable, and is generally intractable if it can be defined.

We note that a great many human decisions are made in exactly this way; as much as
possible of the available information is observed and the decision is made. There are a
number of parallels between decision making by human beings and resource allocation

decision making by the operating system. Some of these parallels are:

¢ The human decision maker will generally put off the decision only if he/she
believes that the result of no decision will not be more adverse than a
suboptimum decision. In this research, we explicitly deal only with decisions for
which it is already clear that a decision must be made (e.g., processes must be
scheduled or the system will stop. It would be better to randomly schedule
processes than to stop the system.)

e The amount of processing to be applied to the problem will vary with the
importance of the speed with which the decision must be made; for example, if a
driver must either turn a car or brake to avoid an accident, the decision maker will
make a best effort to make the decision very rapidly, even if pertinent information
(such as the presence of a speeding truck behind the car) must be ignored.

e Even if a great deal of time is available in which to make the decision, the decision
analysis will continue only until the decision maker believes that the decision is
satisfactory, regardless of whether all data has been considered. The extent of
this processing will be determined by the perceived importance of making a
"good" decision (e.g., the choice of a restaurant for dinner will receive much less
decision processing than a large investment decision, even though the amount
and quality of the available information is probably quite similar.)



In the same sense, we must make a best etfort to make resource management decisions. In
this research, we ensure that a decision is made in any case, using the available information
in the best way we can within the constraints of the quality of the available information, the

time available for making the decision, and the importance of the decision.

1.2.2. Real-Time, Time-Driven Scheduling

A study of best effort decision making would be of limited value in a vacuum, however, so we
have studied a particular problem, and have made several best effort decision making
approaches to solve it, resuiting in an algorithm which embodies a set of heuristics resulting
in making "good” decisions. The particular problem we have studied is that of time-driven'

scheduling in a real-time operating system.

An operating system managing a real-time application has many of the same functions as a
normal time sharing operating system, but differs most significantly in one principal area -- the
management of time, both as a resource and as a metric with which resource allocation can
be evaluated. The typical time sharing operating system manages a number of independent
applications, usually promoting some form of fairness (defined by the system administrator)

among them. In the real-time system, a single application program2

uses the system
resources to solve a single problem. The correctness of such a problem includes assertions
with respect 1o time; thus, completion of each process in such an application has a value to
the system which is a function of time. It can be said that the value of all processing varies as
a function of time, but the prirhary distinguishing characteristic of the real-time program is that

the impact of time on its value is particuilarly severe.

In the current work on real-time scheduling, this value is generally simplified for
computational tractability by approximating it with a step function with one value prior to a
deadline and another following the deadline. Problems involving scheduling processes in the

presence of such deadlines (i.e., due dates) have been studied for many years, giving rise to

1We refer to this problem as time-driven scheduling rather than deadline scheduling to distinguish our algorithms
from the simpie deadline scheduling algorithms [Liu 73] in which the process with the earliest deadline is scheduled
first. See Chapter 2 for a further discussion of this subject.

2A single application program consists of a set of processes working together and sharing resources toward a
common goal. Such a system is characterized by the fact that resource contentions can be resolved by appealing to
the common goal. While it is possible for more than one such application to run concurrently in a real-time system, it
is usually true that the real-time commitment of the system will be made only to one; any others will execute as
background applications.
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algorithms such as deadline scheduling, slack time scheduling, and a number of variations of
these. However, the value of real process completion is rarely well modeled by a step
function [Jensen 85, Locke 85]. In an actual system, the value of completing a computation
after its deadline may rapidly decay but remain positive (e.g., being late on an aircraft
navigation update might result in a loss of positional accuracy, while missing it altogether
would exacerbate the loss, making it preferable to process it late unless it became so late that
it impacted making the next update), or completing a computation greatly before its deadline

may be more or less desirable than completing it exactly at its deadline.

Real-time systems have been divided into. two classes: hard real-time systems and soft
real-time systems (see, for example, [Mok 78]). Hard real-time systems are those whose
deadlines must absolutely be met or the system will be considered to have failed (and whose
failure might be catastrophic, resulting in the loss of life and/or property), while soft real-time
systems allow for some deadlines, at least occasionally, to be missed with only a degradation
in performance but not a complete failure. The use of continuous value functions described
in this thesis allows us to handle both hard and soft real-time environments if unbounded
value functions are used, and, in particular, allows us to mix time constraints of both typesin a
single system, identifying which are soft and which are hard. The value functions used in this
research include both step functions and continuous® functions, so we will avoid the use of
the word "deadline"”, which implies only the step value function. Hence, we refer to the time
of the discontinuity in a value function, if any, as its critical time. The use of such arbitrary
value functions for process scheduling potentially makes the séheduling function much better
equipped to solve realistic problems, but renders the scheduling problem even more
intractable. Thus the use of best effort decision making for these decisions becomes even

more important.

With the simplification of using only step value functions, a considerable amount of research
has been done on scheduling situations in which it is postglated that all critical times can be
met, but relatively little information is available about scheduling decisions when available
resource limitations require that one or more processes must be delayed while the system
must continue with its most important functions. OQur approach, then, is designed to make
scheduling decisions which will maximize the overall value of the resulting computation in
either overload or non-overload conditions, but with particular emphasis on overload

conditions.

3In this research, almost all of the value functions to be considered will contain at most one discontinuity which
occurs at the deadline, and may be either in the function itse!f or in its first or second derivative.
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Questions of policy/mechanism separation [Wulf 81] are also related to this problem. If one
or more processes must be delayed, which ones? Clearly the decisions made must depend
on user policy, and a range of interesting potential policies for this decision (see Chapter 4 for
examples) has been studied, with their required mechanisms defined, implemented, and
evaluated. We have paid considerable attention to the extent to which these policies (and
possibly others) can be carried out by the collective action of a small set of lower level system
scheduling mechanisms. It is this set of mechanisms which reflects the best effort approach

to process scheduling, and their support of the potential policies has been analyzed.

Particular attention has been paid to policies affecting the overload condition. A major goal
of this research is to allow the user to specify the policies controlling the behavior of the
system in the presence of an overload, thereby avoiding the unpredictable failure modes

otherwise occurring in a real-time system.

In this research, we define and evaluate techniques with which to schedule processes with
continuous value functions, but a critical issue for the system designer is to determine the
type of value functions which should be used for an application. Although we present some
ideas on this topic in Chapter 4, we have not conducted extensive research on this question,

which is therefore left as a future extension to this research.

1.3. Motivation

There are, of éourse, many existing real-time systems being used in a number of
environments including space or airborne platform management, factory process control, and
robotics. It is interesting, however, to observe some of the characteristics found in the
operating systems4 designed for these systems to provide support for real-time operation.

Two primary characteristics can be described:

e These operating systems are kept simple, with minimal overhead, but also with
minimal function. Virtual storage is almost never provided; file systems are
usually either extremely limited or non-existent. 1/O support is kept to an
absolute minimum, usually providing a low-level interface to starting I/0 devices
and handling their interrupts. Scheduling is almost always provided by some
combination of FIFO (for message handling), fixed priority ordering for processes
requiring real-time response characteristics, or round-robin for background
processes, with the choice made arbitrarily by the operating system designers
and/or the application designers.

4They are usually called executives when a full operating system is not implemented.
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o Simple support for management of a hardware real-time clock is provided, with
facilities for periodic process scheduling based on the clock, and some form of
timed delay primitives.

Conspicuously missing from these systems at the operating system level is any support for
managing user-defined deadlines, even though meeting such deadlines is the primary
characteristic of the real-time application requirements. Instead, these systems are designed
to meet their deadlines by attempting to ensure that the available resources exceed the actual
worst-case user requirements, and the implementation is followed by an extensive testing
period to verify that this assumption is maintained under "normal” and "worst case” loads. In
priority-driven systems, deadline management is attempted by assigning a high fixed priority
to processes with critical deadlines, disregarding the resulting impact to processes with less
critical deadlines. This approach can work only for relatively simple systems, since the fixed
priorities do not reflect the time-varying value of the computations with respect to the problem
being solved, nor do they reflect the interaction of the priorities with the computations
themselves. In addition, implementors of such systems find that it is extremely difficuit to
determine reasonable priorities since, typically, each programmer feels that his or her
program is of high importance to the system. This problem is usually "solved" by deferring
final priority determination to the system test phase, so the resulting performance problems

remain hidden until it is too late to consider an effective solution.

1.4. Thesis Organization

The remainder of this thesis describes our approach to the solution of the real-time
scheduling problem in the presence of continuous value functions, as well as the evidence of
the success of this approach. In Chapter 2, we describe the related research from which our
ideas and approaches are derived. The computational model used to define the scheduling
decision environment within which we make our scheduling decisions is described in Chapter
3. Chapter 4 considers the application of continuous value functions to the actual real-time
systems implementation process, including a discussicn on expressing scheduling policy

using value functions.

Chapter 5 describes a process scheduler which is capable of using the continuous value
functions for a set of processes and efficiently producing a schedule which will consistently
achieve a high total system value, even in an overload condition. To evaluate and

demonstrate the effectiveness of this algorithm, we constructed a real-time, multiprocessor
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simulator which is described in Chapter 6. The evaluation itself, in which a large number of
experiments were conducted to tune the algorithm, exercise it under a variety of loads, and
demonstrate its robustness in many conditions of inaccurate knowledge, are described in
Chapter 7. The research is summarized with discussions of contributions and extensions in

Chapter 8.
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Chapter 2
Research Environment

Although there has been little work focused on this problem, there has been a great deal of

effort in related research. This work has been most apparent in the areas of

e Scheduling -- Originally considered as a part of Operations Research, there is a
large body of knowledge on the general problem of scheduling activities in many
environments, including specification of optimality measures, complexity
evaluations, and a number of optimal scheduling policies (i.e., scheduling
algorithms). '

e Continuous Value Function Scheduling -- The concept of using a continuous
value function to describe the scheduling problem has been studied for a few
classes of value functions.

e Real-Time Scheduling -- There has been somewhat less emphasis on process
scheduling in support of real-time systems, but there are several important efforts
which are closely related.

e Decision Making -- This work encompasses a number of contexts including
Bayesian theory, and use of various approaches to logic (e.g., first order logic,
non-monotonic logic).

e Policy vs. Mechanism -- In recent years, the concept of separating the
specification of a system policy from the mechanisms supporting it has become
increasingly important, and is somewhat relevant to this research.

In this section, we describe these related efforts and their relationship to our research.

2.1. Scheduling

Research into the general scheduting problem has progressed for a long time primarily as a
part of Operations Research (OR), where it has found application in the scheduling of such
activities as manufacturing production. Process (in the OR paradigm, processes are called

"jobs") scheduling is separately considered in several classes;

1. Single Processor, Single Stage
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2. Multiple Processor, Single Stage

3. Muitiple Stage

Of these classes, the second relates directly to our work. The first class has been found to be
quite tractable for many criteria; examples are the Shortest Processing Time (SPT) algorithm
which maximizes flow, and the Earliest Due Date (i.e., Deadline) algorithm which minimizes
the mean lateness. These results are available in many standard texts, such as Baker [Baker
74]. Even in this simple class, there are many scheduling criteria which render the problem
intractable. For example, even such simple criteria as minimizing weighted tardiness has

been proved to be NP-complete [Karp 72].

The second class, particularly for problems involving deadlines, has proven more difficult.
Although a number of optimal algorithms have been found (see, for example, [Nunnikhoven
77]), they are all intractable, and the problem has been found to be NP-hard. Problems with
multiple stages, also generally found to be NP-hard, are beyond the scope of this research.
Graves [Graves 81] has provided an ekcellent synopsis of this background, including a

taxonomy of production scheduling problems.

There are basically two approaches to the conceptualization of schedulers which have been
identified by researchers in computer process scheduling:
s Priority Schedulars -- Conccptually, priority schedulers make scheduling

decisions by invoking a priority function to determine the highest value process,
then assign processor control to that process.

e List Schedulers -- List processors evaluate the set of ready processes and
produce an ordered list of all such processes in the "best" order to optimize
some performance measure.

The priority function described can have any of a large variety of forms, and can be driven by
any suitable information (e.g., elapsed time, processor loading, working set size) available to

the scheduler.

The use of a policy function shares some similarity with the technique used in our research,
but differs from earlier work in the nature of the performance measure which we are
attempting to maximize. Earlier work with policy functions envisioned a policy function of the
available information whose shape is the same for all processes, and which depended only on
the resource utilization and not on the performance requirements of the individual process for

its evaluation [Bernstein 71, Ruschitzka 78, Ruschitzka 82]. Such schedulers simply
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evaluated the priority of all available processes and selected the highest priority process for
execution. Representative examples of priority functions in this context are constant
functions for which the scheduler always selects the highest fixed priority ready process,
linearly increasing functions with respect to elapsed ime, resulting in FIFO scheduling, or
linearly decreasing functions with respect to elapsed time, resulting in LIFO scheduling. The
choice of times to make scheduling decisions determined whether the scheduler is a
preemptive or time-slicing (time-slicing reflects a fairness policy which is primarily important

in time-sharing systems) scheduler.

It has been shown that either of these types of schedulers, and, indeed, ail schedulers, can
be described as a form of priority scheduler, since the list produced by the list scheduler
could have been produced by iteratively invoking a priority scheduler [Ruschitzka 77]. The

scheduler produced by our research, however, is best classified as a list scheduler.

In the case of the multiprocessor, almost all optimal scheduling problems have been shown
to be intractable. Using value functions (described as "payoff functions”) similar to those
used in our research but limited to exponential decay functions and non-preemptive
schedules, Kain and Raie [Kain 84] compute bounds on the total value obtainable with list
schedulers in which an ordering on available processes is constructed and the execution
proceeds through this ordering. Their work is dissimilar to ours in their extremely limited
value functions and non-preemptibility, which are imposed to allow their analytical results,
and in their emphasis on time-sharing as opposed to real-time (i.e., time constraint driven)

scheduling.

Sahni [Sahni 76] summarizes work in which it is shown that in a muitiprocessor, even such
straightforward performance measures as minimizing finish time or minimizing weighted
mean flow time are NP-compIete,.and he further describes a heuristic linear-time algorithm
which produces a "good" schedule minimizing finish time [Sahni 84]. Pinedo [Pinedo 83]
similarly summarizes a number of efforts showing that even scheduling using simple linear
value functions on lateness or tardiness (i.e., non-negative lateness) on a single processor is
NP-hard.
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2.2. Continuous Value Function Real-Time Scheduling

E. Douglas Jensen has frequently stated that the primary distinction between real-time
systems and other computer systems is that in a real-time system, there is a value to the
system for completing a process which is dependent on the time at which it completes. As
part of an effort related to work for the United States Army in the mid-1970’s, E. Douglas
Jensen [Jensen 75], considered the idea of using such a value function as a guide to the
process scheduler to schedule application processes to achieve a high value. This initial
idea, which has remained unpublished, was the basis of some preliminary experimental work
at that time, but no rigorous attempt to utilize this idea was undertaken prior to this ghesis
research, which has been completed under Professor Jensen’s guidance. As has already
been noted, however, this is not the first use of continuous value functions in scheduling
processes in computer systems, but does represent the first explicit application of time-

varying value functions to real-time process scheduling.

2.3. Real-Time Scheduling

In general, the problem of process scheduling in a real-time system, while it is touched upon
by the scheduling literature in the form of "due-date” problems, has not been as widely
studied as the general scheduling problem. Normal scheduling problems with deadlines
which characterize real-time systems, are aimost always (with a notable exception discussed
below for single processors) shown to be NP-hard in either single processors or

multiprocessors.

Real-time systems are characterized as either hard or soft real-time, depending on the
seriousness attached by their implementers to missing a deadline. The hard real-time system
is slightly more amenable to analysis, in that no positive lateness (i.e., tardiness) need be
considered, and there have been several efforts dealing with this special case. For example,
Liu and Layland [Liu 73] show that the simple hard-real-time deadline scheduling problem
with a set of independent periodic processes whose computation times are exactly known
and are identical for every period, whose deadlines are equal to their period, and which are
running in a single processor, is solvable with the simple O(n) deadline scheduling algorithm,
and that the schedulability of such a simple system is easily determinable in advance. While
this result is interesting, the cases covered are much too unrealistically simplified to be'
directly applicable to our problem, although we make use of this result as a part of one of our

heuristics. Although this optimal solution exists when all deadlines can be met, it can be
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easily demonstrated that this algorithim, {i.e., scheduling first the process with the earliest

deadline), will provide very poor performance if some deadlines must be missed.

In a single processor, it can be shown that the minimum slack time (frequently called
"minimum laxity" by real-time researchers) scheduling algorithm is also optimal in the same
sense as the deadline scheduling algorithm [Mok 78]; given a set of processes whose
deadlines can be met, the slack time algorithm will meet them. While neither the slack time
nor the deadline algorithms are optimal in the multiprocessor, the minimum slack time
algorithm greatly increases the incidence of preemption when multiprocessors are used or

processes are considered to be preemptible as they are in our research.

In multiprocessor scheduling, there has been some important work in the problem of
determining the processing node at which a real-time process can be "guaranteed” to meet
its deadlines [Stankovic 84]. While the problem of process placement in a distributed, real-
time system is beyond the scope of our research, thé guarantee processing essentially
evaluates the schedulability of a set of processes by heuristically determining the most likely
successful schedules out of the set of all possible schedules and guaranteeing the time
constraints of the process set of a successful schedule is found. This work concentrates on
the context of systems containing processes with highly predictable processing times and
containing a generally predictable overall load, since in the event of an overload there will be

processes with undetermined importance which cannot be guaranteed.

2.4. Decision Making

Statistical decision theory describes the process of decision making in an environment in

which an agent, having exhaustively defined:

e The set of possible states (which cannot be directly observed) which a system
can assume and their probability distributions for a specific decision context
(usually called "states of nature").

e A set of possible observations which can be made on the states of nature, and
their conditional probability distributions relative to those states.

e A set of possible actions to be taken.

e A utility function which provides a measure of the desireability of -each action
given one of the states of nature.

applies a rule (e.g., Bayes’ Rule) to this information to choose among the possible actions
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maximizing the expected.utility. Bayesian decision theory is described in many works, such
as [DeGroot 70].

In a paper describing a technique for process placement, Stankovic [Stankovic 85]
describes a heuristic for job assignments in a decentralized, distributed environment using
Bayesian decision theory [Jeffrey 84]. In this work, each decision maker (i.e., node in a
distributed computer network) estimates the state of all other nodes and makes process
placement decisions based on this estiination, continuously collecling information with which

to refine the state estimates.

Thus, decision theory is applicable to an environment in which a decision must be made
whose value is determinable only when evaluated in the light of a (usually stochastically)
predictable future state. The decision maker makes the decision by applying his assumed
(probably stochastic) knowledge of the current system state (and the relevant distributibns, if
the knowledge is stochastic) and the utility or value of each potential final system state to

decide on an action from a set of potential actions which will lead to the most desirable state.

Although it seems possible that decision theory could héve applicability to the process

scheduling problem, there are several difficulties applying it:

o Determining the utility valués requires understanding the relationship between
the potential states and the desired result to be obtained. This is the purpose of
the value functions which we will define for each process; the value function
expresses the desirability or utility to the system for completing a process at any
particular time.

o If the probabilities of each potential state occurring are dependent on the
decision to be made, as is certainly true for scheduling decisions, the probability
matrix may also be difficult to determine, particularly when the relationship
between the action and its effect cannot be effectively computed. In the
scheduling environment, it is not .only difficult to determine the effect of a
decision, it is also difficult to accurately determine the current system state with
respect to process schedulability.

In making our scheduling decisions, we begin with an estimate of current system state with
respect to overload, a set of value functions which express the desirability of proposed
actions (e.g., scheduling a particular process), and heuristics which can be combined to

make an appropriate decision to produce a high expected value for the system.
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2.5. Policy vs. Mechanism

The use of continuous value functions to control real-time process scheduling represents
an attempt to provide a mechanism for scheduling control which is separate from the
definition and imposition of user-defined scheduling policy. The process scheduler in
Hydra [Levin 75], for example, was implemented as a parameterized policy handier for which
the parameters provided for the control of a priority schedule, with the priorities fixed for a
given period of time and for a given class of processes in the system. Since Hydra was
intended to be a time sharing system, it was assumed that the classes represented
independent users, and the underlying mechanism attempted to enforce a fixeg, predefined
“fairness policy” between classes. In our work, we assume the existence of a single user for
the entire system, so we need no such underlying fairness policy. Our scheduler is also a
parameterized one, but the parameters provide for the complete specification of a value
function, which allows for a high degree of control over the actual scheduling decisions, and
furthermore provides control over the actual desired effects of scheduling (i.e., total value
over a given time interval) rather than merely providing explicit c;ontrol over the scheduling

mechanism itself.
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Chapter 3
The Scheduling Computational Model

Before we can discuss techniques for scheduling a real-time system, it is important to define
the context in which our scheduling decisions will take place. This chapter describes the
model of a process, its time-value function which determines the nature of the scheduling

decisions we will make, and the parameters which will be used in the decision computations.

3.1. The Process Model

This research assumes an environment containing a set of processes which are requested
at arbitrary times, with a scheduling decision to be made whenever a process is requested or
terminates. Precedence constraints are handled by assuming that a process will be
requested only when its prgacedence constraints have been satisfied, and periodic prdcesses
are unique only in that their request times occur at regular (predictable) intervals. As is
usually true in real-time systems, it is aésumed that all processes and their local state

information are permanently resident in memory.

At the time a scheduling decision must be made, the model for this problem consists of a set
of processes Ppby- b, resident in a shared-memory multiprocessor. Each process p; has a
request time Ri, an expected computation time C, acritical time l)i, and a value function Vl(l),
where ¢ is the time at which the valsie is to be determined. Figure 3-1 illustrates these process
attributes for a process with a linearly decreasing value function prior to its critical time Di,
and an exponential value decay following the critical time. The illustration depicts a process
p; which is dishatched after its request time and Which completes prior to its critical time

without being preempted.

Vl(t) defines the value to the system due to completing p; at time . The parameters and
value functions for all schedulable processes are used by the scheduler to determine an

appropriate sequence in which to schedule each process. The type of functions definable for
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Figure 3-1: Process Model Attributes for Process i

V’(t) will determine the range of scheduling policies supportable by the operating system (see
Chapter 4), particularly with respect to the handiing of a processor overload in which some

critical times cannot be met.

We assume that all processes are fully preemptible and restartable once they have been
requested. Preemptibility means that a process can be suspended at any time during its
execution and another process may be executed, normally followed later by the restart of the
originai process from the point at which it suspended processing. In our evaluation, we
account for the costs of preemption explicitly by adding an overhead time for each

preemption-resume.

We note that the existence and importance of a process’ deadline is dependent on its value
function. The value function can be said to define an explicit deadline only if it has a
discontinuity in either the function or its first or second derivative, and a value which is lower
or decreasing after the discontinuity. For example, in Figure 3-1, the deadline is defined by
the discontinuity in its first or second derivative at the critical time Dl.. Of course, if a value
function has no such discontinuity (e.g., a constant function), the choice of a critical time is

arbitrary.
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3.2. Process Model Implications on Scheduiing

The request time RI. could also have been defined by the value function rather than as an
arbitrary time by allowing the value function itself to define the earliest time at which
completing r; would create a positive value. In this work, however, we have defined Ri to be
an arbitrary time, because we expect that in most cases it will be determined arbitrarily by the
application as a direct result of its use of the time management operations provided by the
operating system. Value functions can, of course, etfectively delay a process by defining a
small (perhaps negative) or rising value prior to the earliest time at which the related process
should be allowed to complete. Allowing the application to define Ri arbitrarily also provides
the resulting operating system with a simple definition of the schedulability interval (i.e., the
interval of time during which a process is a candidate for receiving processing resources): a
process becomes schedulable when Rl. has been reached. it remains schedulable until one of

the following conditions has occurred:

o It has completed.

e It cannot be executed such that at completion its value function remains positive.

The computation time Cl. is a random variable representing the execution time required to
process p, (estimated time remaining if p; has already begun processing), not including system
overhead or preemptions. The determination of this time is expected to be either the
programmer or an actual measurement by the system itself. The method used to estimate the
processing time is one of the questions to be considered as part of the policy/mechanism
discussion (see Chapter 4). In this research, the distribution of CI. is an important issue to be
investigated, and our simulation of our best effort scheduling algorithm using this model
includes a wide variety of distributions of Ci. The distribution is considered to be known to the
scheduler, although we do study the impact of misspecification of the distribution in Section
7.

At any particular point in time, there will be n processes ready for scheduling, resuiting in a!
possible scheduling sequences. Each of these sequences consists of a process ordering
(’"1' e ,mn), where pm_would be thej”‘ process to be scheduled. A scheduling sequence will
be considered optimél if, with respect to the available information at the time of the
scheduling decision, B8 is maximized, where B8 =E(> Vi(Ti)) and Ti is the actual completion
time of p, using this scheduling Sequence (i.e., if p;is the j”’ process to be scheduled, then

Tizzjk_lCm ). See Figure 3-2 for an example of four processes with four separate value
- "
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functions, for which the choice of a best effort schedule is non-trivial. The figure shows the
four value functions, and a potential scheduling sequence such that each completes with a
high value. In addition, the scheduling algorithm will be expected to determine future key
times at which the scheduling decision should be reconsidered. for example when a process
has executed longer than expected and completion of a high value process is jeopardized. At
such times, as well as at the request of new processes, the scheduling decision will be
repeated, allowing preemption and abortion of processes depending on the changing

workload.

While we have thus defined an optimal sequence for a set of processes, this definition
assumes a static set of processes to be scheduled, not taking into account the possibility of
additional aperiodic processes arriving prior to the completion of the schedule, so it does not

result in a useful definition of optimality.

|

A

Time ———

Figure 3-2: Four "Typical" Processes with their Value Functions

Note that no priority has been defined for p; In existing real-time systems, each process
typically has a (usually fixed) priority related in some way to its perceived importance. The
use of the value function renders such a.concept unnecessary for this research, since the
decision of which process to execute, at any point in time, will be determined by their
respective value functions at their estimated completion time rather than on some concept of
importance. The concept of importance is defined by the policy under which the vaiue
functions will be interpreted. A separate question is how an application designer will define
the relative importance of a number of competing processes (policy). A number of potential
solutions to this problem can be defined: the choice will depend on the behavior desired and

the actual type of value functions being used (see Chapter 4).
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This model encompasses both periodic and aperiodic processes in that any single
execution of a periodic process can be described as shown above in exactly the same way as
for an aperiodic process. We can beg the question of overlapping executions since, with our
model, they can either be avoided (by ensuring that a periodic process’ value function drops
below zero prior to its next request time), or handled by allowing multiple instances of a

process to be simultaneously schedulable.

It should be noted that precedence and consistency (e.g., processes involved in mutual
exclusion) relations are addressed through the definition of the request time, but are not
otherwise explicitly addressed in this model at this time; thus, if one process is dependent
upon completion of another, its request time will not yet have been determined, and it will not
be eligible for scheduling. The extension of this work to consider precedence relations in the
scheduling process will be a future activity. In addition, future work will add consideration of
the effects of process synchronization (i.e., in which .one process must wait for another

process to exit a critical section) on the scheduling decision.






29

Chapter 4
Value Functions in Practical Systems

The determination of the value functions is one of the first concerns to strike a system
designer unfamiliar with the use of time value functions as the decision criteria for a process
scheduling system. Given a scheduler which can satisfactorily make scheduling decisions
using these value functions, the formulation of the value functions for a particular system is
obviously critical to the performance of the system. In this chapter, we will consider this
question in some detail, providing not only the rationale for the use of these functions to
control process scheduling in an operating system, but also some concrete guidelines to the

selection of value functions for practical real-time systems.

Among the questions to be discussed in this chapter are:

e At what point in the development process is the understanding of the complete
system requirements sufficient to develop the value functions for the entire
system? |

o Who should define the value functions?

e Are the functions constant in time, i.e., should the value functions be dynamic or
static in real time during execution of the system?

o If the value functions are dynamic, under what conditions should they be
changed, and how often?

e What is the effect on system performance of the different types of value
functions?

The answers to all of these questions require an understanding of the scheduling policy to
be implemented by the operating system scheduler. For our purposes, we define policy as a
set of rules which guide and, in general, completely determine the scheduling decisions that
are made as each process becomes ready to be executed. Thus, the term "policy” can refer
to a number of different types of rules, from very low level ones, such as "Execute the shortest

process first which we might encode as a scheduling algorithm, to rather high level ones,
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such as "Processes, once started, should never be preempted”, which potentially affect the

entire structure of the operating system.

Following this introductory section, in section 4.1 we introduce a taxonomy of scheduling
policies and in section 4.2, will discuss the justification for the use of value functions as a
scheduling control mechanism, discussing some of the limitations of the use of value
functions for controliing scheduling policy. Finally, in section 4.3 we consider the sources of,
and controls on, the actual value functions to be used by the operating system scheduler, in
addition to some of the ways in which the system designers might define value functions and
some of the principal effects of certain types of value functions on the resulting system

performance.

4.1. A Scheduling Policy Taxonomy

We postulate with little fear of contradiction that the number of- possible scheduling policies
is unbounded, and we will deal with only a felatively small subset of them, but this subset will
be based on experience with the design and implementation of real-time systems. in addition,
it is likely true that the number of possible characterizations or taxonomies of these policies is
limited only by the imagination of those constructing them. Nevertheless, in this section, we
will attempt to describe such a taxonomy by considering policy examples in several classes,
making the unproved (and almost certainly unprovable) claim that most of the "useful”

policies for real-time scheduling will have been included.

1. Inter-Process Relationship Policies. An important class of policies involve
the direct relationships between processes. Such inter-process relations must
guide the scheduler when tradeoffs must be made between conflicting demands
for processing resources (i.e., when a resource is overloaded). For example, a
policy in this class might be of the form:

o Process X is more important than process Y.

2. External Environment Time Constraint Policies. Time constraints are the
principal characteristic of the real-time system, and the expression of policies
governing time constraints form an important part of the overall definition of
scheduling policy. Policies of this type are one of the principal focuses of this
research and the scheduling algorithms being defined. An example of this class
of policy is:

e Process X must complete within Y seconds after event Z.

3. Scheduling Performance Criteria Policies. Another important class of
policies reflect the choice of the scheduling performance criteria to be optimized
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by the process scheduler. This class includes some criteria for which optimum
scheduling algorithms are known, and a great number for which no -optimal
algorithms are known. Policies in this ciass include:

o Minimize the maximum lateness among all processes.
o Minimize the average tardiness among all processes.

4, Long-Term Time and Event Related Policies. Although policies related to
time constraints are the principal focus of real-time process scheduling, there is
an extensive set of longer term policies involving the relationship bctween
process scheduling and time. Examples of such policies are:

e Process X becomes twice as important whenever one of its deadlines is
missed.

o |f Process X has not completed prior to its critical time, it should be aborted.

o If the system is in Meit-Down Mode, the cooling system control process
becomes 100 times more important than it was in Start-Up Mode.

o If the probability that one of more deadlines will be missed exceeds 25%, a
set of candidate processes should be identified for load reduction.

5. General Control Policies. There is a set of policies which govern the
philosophy under which the process scheduler makes its decisions. These
policies may be parameterized to ailow some tailoring of the scheduler, but many
of them are quite static, and represent the intent of the system architect to
determine the portion of the design space in which the system should be -
constrained to run. Examples of such policies include:

e Processes, once started, should never be preempted.

e In its search for the next process to be executed, the scheduling algorithm
must never examine more than 30 processes.

In the list of scheduling policy classes described above, it appears that classes 1, 2,‘and 3
can be described in terms of the value function associated with each process during
scheduling. In class 3, there may be some criteria for which the nature of the value functions
is difficult, but there are clearly a large number of such criteria for which a careful choice of
value function would lead a value-driven scheduler to achieve a good (if not optimum)
schedule. For example, if a set of processes all had an identical set of linearly decreasing

value functions, a value-function scheduler should attempt to minimize the average lateness.

Class 4, while perhaps not easily expressible in terms of the value functions as described in

this research, could readily be implemented by a dynamic policy module with the capability to
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modify or replace the current set of value functions as a function of time or system state. The
policies in class 5 would not be amenable to characterization in the value functions, but would
require parameterization within the scheduling process itself, and could even affect the entire
structure of the operating system. As a result, the members of class 5 to be supported by a
particular implementation of a scheduler are normally determined directly by the process
scheduler designer by enumerating them and handling them directly in the operating system

specification.

4.2. Rationale for Using Value Functions to Define Policy

Scheduling policies, like the programs which implement them, can be described at several
levels, with significant ramifications on the architecture and design of the mechanisms by
which they will be carried out. In existing real-time systems, scheduling policies are usually
fixed at system design time, and are almost always implemented using fixed priorities
assigned as a function of the application architect’s concept of process importance, resulting

in anomalous behavior in the event of higher than predicted load levels.

We note that the expression of policy can take a number of forms, which we will now
characterize as high or low level policy definitions. These levels correspond directly with:
levels of programming languages; the lower levels provide for extremely detailed specification
of policy, with no bounds on the types of policies expressible, and with the results of the
policy difficult to ascertain from the statement of policy, while the higher levels of policy
expression relate directly to observable performance, with little insight provided as to the
mechanisms or implementation underlying it. Policy for existing reai-time systems is usually
expressed at lower levels, but we will make the claim that mechanisms supporting higher
levels of policy definition can provide significantly more predictable performance, particularly
with respect to issues relating to reliability and fault tolerance in the presence of transient

overloads.

4.2.1. Low Level Policies

Consider a set A of low level policies including such examples as:

1. At all times, the ready process with the shortest expected completion time shall
be executed.

2. At all times, the ready process with nearest deadline shall be executed.
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3. At all times, the ready process with smailest slack time shall be executed.

Such statements can legitimately be called policies in that they specify the user’'s wishes
regarding the selection of a process for execution. These policies, however, can be
characterized as extremely low level, in the same sense that assembler language .is
considered to be low level compared to, for example, Lisp. These policies actually are
algorithms which can be used to construct the scheduler; they do not specify what effect (i.e.,
what performance criterion to be optimized) is desired to support the application, but rather

they directly specify how the selection is to be made.

4.2.2. Medium Level Policies

Consider a second set B of policies, from which a few examples might be:

1. At all times, the process shall be executed that will minimize the mean flow time.

2. At all times, the process shall be executed that will minimize the maximum
lateness of all requested processes.

3. At all times, the process shall be executed that will maximize the minimum
lateness of all requested processes.

These also are legitimate policies in that they specify the user’'s wishes regarding the
selection of processes for execution, but they are higher level than policies from set A in that
policies from A consist of algorithms which might be used to implement the policies given in
BS. Note that in the same sense in which assembler language is "more powerful” than Lisp,
policies in set A are "more powerful”, in that a broader range of policies are possible: such
policies as "Schedule first the ready process whose programmer's name is first listed
alphabetically" could be specified in set A, but cannot be described in set B. The difference
is that the second set contains objective scheduling performance measures resulting from the
application of some algorithm, but not the algorifhm itself. A policy utilizing the programmer’s
name, for example, cannot be included in set B precisely because there is no objective

performance measure which can be optimized using such a policy.

5Not coincidentatlly, the three algorithms used as examples of policies in A will optimally satisfy the criteria used as
examples in set B.



4.2.3. Higher Level Policies

There is a still "higher level" policy set which could be used rather than sets A or B, which
can be characterized as a single policy, with parameters with which it can be tailored so that it

will specify virtually all the policies in set B. This policy set X can be simply stated:

1. At all times, the process shall be executed which, when it terminates, will result in
the greatest total value to the system over the Jong term.

This policy requires the specification of the value to the system for terminating each process
at any particular time. Specifying this value appropriately can resuit in satisfying the policies
in B, and can also handle combinatioos of such policies applied to different classes of
processes. For example, a class of processes (Y) could be specified with constant values,
and another class (Z) could have constant values prior to a critical time, with zero value
following the step. Such a combination might be appropriate in a system which was
concurrently controlling a set of flow valves for a process control application, and doing a
regression on data collected by flow sensors to predict long-term variations in flow rate to be
used to modify the settings for use tomorrow. In this case, the constant-value processes
might actually be increasing in value over time, but the change might be sufficiently slow to
appear constant to a scheduler®. If the total value to such a system is to be maximized, the
processes in class Y will automatically be processed whenever necessary to ensure that they
terminate (barring an overload) prior to their value changes, since the value to be derived

from executing processes in class Z can be achieved at any time.

By long term, we mean a length of time vmuch greater than the process completion times of
individual processes in the system (e.g., if the mean execution time of a set of processes is 1
second, a long term policy might extend over a minute or longer). This implies simply that the
scheduler should not unnecessarily sacrifice the value obtainable from a future process '

merely to gain.a high value in the immediate future from a process in its run queue.

6By this we mean that their values can be held constant over the time required to make a scheduling decision.



35

4.2.4. Qualitatlive Differences in Policy Levels

The question must then be addressed: "ls set X ‘better’ than sets A or B?" This judgement

might be based on several factors:

e Is X more powerful (i.e., expressive) than A or B? Policy set X seems to be
considerably more expressive than set BB, but is it more expressive than set A?

o Is the set of policies expressible with X more "valuabie" in some sense than A or
B?

e Is the nature of the expression mare "natural”, leading to greater predictability of
system performance?

The answers to all three of these questions can be determined by considering the
arguments to the value functions which will determine the value at the termination time of
each process. Certainly, these functions will have time as an argument, but they could also
have other arguments. In fact, if the set of arguments allowable is unbounded, it seems quite
intuitively clear that all the policies expressible in sets A and B can be expressed. For
example, if the programmer’s last name is allowed as an argument, the undesirable policy

described above could easily be implemented by a value function scheduler.

If, as we believe, it is the case that the policies in set X include all policies in sets A and B,
we can hardly claim that set X is "better” than A or B, unless X is (a) larger than AUB and (b)
includes useful policies in the set X—(AUB). Given unbounded arguments, it is possible that

set X is larger than AUB, but it is not clear that there are useful policies in X —(AUB).

What, then, is the advantage of specifying policies using set X, and how can such policies
be controlled to prevent the implementation of "bad" policies such as exempiified previously?
To a great extent, we cannot control the specification of "bad" policies, except by limiting the
arguments available for creating value functions (e.g., we need not allow programmers’
names to be available to a value function). Even if we cannot prevent the specification of
"bad" policies, the primary advantage of specifying policies through their value functions is
that the concept of a time value for a real-time process is a natural one, reflecting an intrinsic
property of a real-time system, and that, as shown by this effort, a coherent scheduler making
a best-effort scheduling decisions is possible, which, given a set of value functions
collectively and individually expressing the completion value for each process, will implement
the user's policy with a great deal of accuracy. Such a scheduler can, through functional

composition as will be discussed later, unambiguously combine apparently conflicting
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policies from competing portions of the system. In addition, such a scheduler need not be
modified during the lifetime of the system, as long as it supports a sufficiently powerful form of

the value function for all processes.

4.3. Scheduling Policy Sources

Given that policies are defined as in set X previously described, who should specify them?
There are apparently at least three potential sources for policy information: (1) the system
architect, (2) the process implementer, and (3) the user. We might note that each of these
policy sources typically shares an innate distrust of each of the others; hence there _is good
reason for each to desire to limit the range of policy choices for the others. The architect is
primarily interested in the externally observable performance of the system, most frequently
dictated by physical external constraints, including such behavior as the the maximum
elapsed time from stimulus X to response Y (e.g., if a reaction temperature rises beyond a
given level, the incoming flow must be cut off by a certain time to prevent a dangerous
condition). The implementer is concerned with the performance of indi_vidual components of
the system (e.g., when process M is executed, it must be completed by some given time with
probability p in order to enable the remainder of the system to meet its externally defined time
constraint). The user, particularly in a real-time system, may need' to override the architect’s
and implementer’s values with his/her own, depending on the system mode or other external

consideration (e.g., war having been declared, or meltdown being imminent).

Using these multiple disparate sources for policy information, how can value functions be
used to construct a coherent, consistent policy? It is clearly critical that some form of
composition of the value functions defined by these sources be used in making each
particular scheduling decision. To answer this question, let us consider how each of these
sources would (or should) construct their value functions and how a value function scheduler

would respond to the functions defined.

4.3.1. Value Functions Defined by System Implementer

Let us assume that the system implementer is producing a particular process, and we shall
assume that this process is part of a larger function which has been specified by the system
architect. The implementer is aware of the needs for input and the requirements for output for
this process in terms of the input sources and the eventual destination of the output, and he is

aware of whether the interface is between processes or directly with an external interface
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such as a sensor or actuator. Since the implementer is aware of the function the process is
performing, he will also have an idea of the value to the system for completing that process as
a function of time. Of course, this value can be specified as a function of whatever
parameters are available to the implementer, but here we will consider primarily the time
parameter, i.e., the function of time that the implementer will be using to define the process

value,

For a moment, let us separately discuss two aspects of a value function at any moment in
time: (1) the level of the function, i.e., its actual value at a particular time, and (2} its slope, or
rate of change with respect to time at a particular time. From the point of view of the system
implementer, the level can be defined only relative to other process time values within a
particular system function, but he is unlikely to be in a position to accurately estimate the
relative importance of this function with respect to other functions in the system, and it may be
very difficult for him to evaluate the level of this function versus the remainder of the system

under different mode and other external conditions.

Thus, the implementer’s decision with respect to its actual value of the function at any point
in time is probably less important than his decision with respect to it's rate of change (slope).
The slope of the value function is used by the value function scheduler as a critical part of its
scheduling decision process. There are three cases to consider at any moment: an upward
slope in which the value is increasing as time increases, a level slope (i.ve., a slope of iero) in
which the value is not significantly changing at that moment, and a negative slope in which -

the value is decreasing as time progresses.

Excluding, for a moment, consideration of the fact that the scheduler is comparing the value
function of this process relative to those of other processes in the system, let us consider

what its action will be with respect to the slope of this particular value function.

o If the slope is currently increasing, it is an indication to the scheduler that it may
achieve a higher value by executing this process at a later time. In fact, the
scheduler would attempt to schedule such a process at such a time that, given its
expected completion time, it will complete near to the time of its maximum value.
Thus, the use of arising, or positive slope, by the impiementer will have the effect
of delaying the execution of the process, uniess the scheduler believes that
delaying the process is likely to result in not completing it at all.

¢ A negative slope, on the other hand, implies that the value of ;(he process is
decreasing, so the scheduler will then attempt to complete execution of that
process as soon as possible (assuming that it believes that it can do so without
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incurring a zero or negative value at its completion), attempting to achieve as
high a value as possible from its execution. Thus, the implementer would wish to
construct a negative slope for any process which must be executed as quickly as
possible.

o Processes whose value functions are constant, or nearly constant, wili tend to be
executed by the scheduler when no processes with negative siopes are ready for
execution. This will take place because the scheduler will believe that it can
achieve the value from this process at any time, so there is no particular rush in
executing it. Processes whose slopes are zero, then, will tend to behave as fixed
priority processes, in that the scheduler will generally schedule first those
constant-valued processes whose value is highest, but only after all negative
slope processes.

The preceding discussion has been perhaps slightly oversimplified in that the scheduler will
also, of course, be looking ahead in time, and, for example, given a value function which is
constant but containing a future slope downward will attempt to complete it prior to the

decrease in value, thereby achieving the highest possible total value.

The implementer must resist the temptation to misuse the value function. It might intuitively
seem that if the implementer wishes to maximize the likelihood that a process will complete
prior to a particular time, he might consider using a value function which is dramatically rising
prior to that time, then dramatically falling at, or subsequent to, that time. Such a value
function would not have the desired effect, because the positive slope preceding the critical
time would cause the scheduler to delay the processing until the last moment, attempting to
schedule the process to complete exactly at the critical time, whereas the actual desire of the
implementer is to have it completed at some time prior to the critical time. Thus, in such a
case, the implementer would probably want to use a constant value or a negative slope prior
to a critical time, followed immediately by a rapid (perhaps instantaneous) drop after the
critical time. His desire to increase the chances that that process will, in fact, be completed
prior to the critical time, will be best achiéved by insuring that it's value is as high as possible

prior to the critical time relative to the other processes within its function.

In creating a value fu-nction for a process, only the implémenter is aware of the collection of
processes which comprise a specified function. Therefore, the relative values of the
processes within a particular function will usually be under his control, and he should be
careful about specifying the relative levels of each of the processes which comprise a
particular function. In addition, it is frequently the case that a particular process is used for

more than one specified function, in which case the implementer would specify that the value
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function for that process would depend on the function on whose behalt the process is
executing. For example, the process of displaying a value on the CRT is likely to be commaon
between a navigation function and a control function, so the value function to be used in
scheduling the display process should be controlled by the requesting function. In the event
of additional requirements for such a collection of processes, the implementer will nead to

reconsider the relationships between processes in the collection.

4.3.2. Value Functions Defined by System Architect

The architect knows the value of each of the externally defined functions relative to each
other and especially with respect to the physical environment of which the real-time system is
a part, thus the architect will need to be able to contral the specification of the value
functions. This control could extend to a number of the value function parameters, such as
the overall amplitude and its critical time(s), but it seems that the architect's control need not
extend to the shape of the value functions of individual processes, nor need the architect
specity the relative levels of prbcess value functions within an externally visible (and

specifiable) system function.

4.3.3. Value Functions Defined by System User

The user has a direct interest in the value function specification, but lacks insight into the
internal structure of the system, so his value concern will reflect only observable responses at
the user interface. The existence of certain events or modes not directly observable by the
software might need to be contro.lled by the user, but the nature of the user’s input to the
value function definition will be directly under control of the architect. Thus, the architect may
allow for some modification of value to be generated by the user via manual input or other
user interaction. Such functions as system configuration management, process migration,
fault tolerance, and related functions will probably dictate medification of value functions,

under some level of user controt, for specific externally definable system functions.
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4.4. Summary of Practical Value Function Specifications

For those policies which can be expressed as time-value functions, we believe that the
different sources of value can be composed in straightforward ways. It is not yet clear
whether this composition need consist of more than a linear compaosition, but it seems clear
that the composition need not result in value functions more complicated than would be
needed if only a single source of value were to be used. If a simple linear composition were
sufficient, it might look like: VC(I): Va( Vl.(/)')=a+/i’lf’l., where Vi(t), Va(t), and Vc(t) are the
implementer's, architect’s, and composite value functions, resp., and « and 8 are considered
constants by the scheduler (i.e., they will be held constant during the decision-making
process at the time of each decision). An extension to this work should include investigation
and experimentation with the separation of value function concerns among the participants in
a real-time system project, determining the effects of different levels of control by each of

these project control levels.
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Chapter 5
A Best Effort Scheduling Algorithm

Given that an application system designer has appropriately defined the set of processes
which correctly perform the functions specified for that application, and further assuming that
the appropriate value functions and scheduling policies have been defined for these
processes, it becomes possible to discuss the nature of a scheduling algorithm which will be
capable of assimilating this information and the state of the system and make scheduling
decisions. In this chapter, we define the heuristics applicable to these decisions, develop a
specific algorithm which utilizes these heuristics, and discuss some of its operational

characteristics.

5.1. Scheduling Assumptions

There are a number of assumptions regarding the system state and our knowledge of the
application processes, which we use in constructing a scheduling algorithm. In this section,
we describe these assumptions and define how they relate to the heuristics and the resulting

scheduling algorithm.

5.1.1. Operating System Processor Availability

It is assumed that this scheduler operates in an environment consisting of one or more
processors attached to a (shared) memory. Further, we assume that the scheduler itself need
not run in the same processor as the processes to be scheduled. The environment in which
this scheduling algorithm is expected to be used initially is that of the Archons project at
Carnegie Mellon University. In this project, a distributed computer consisting of nodes each
of which is a multiprocessor, provides the envircnment in which this scheduler will be
executed. A global operating system containing this scheduler as part of its resource
management will reside in the distributed processor and within each node a separate
processor will be allocated and eventually tailored for the purpose of managing the system

resources for the Archons system.
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The principal consequence of this assumption with respect to the scheduling problem is
that we can use an algorithm which is somewhat maore computationally intensive than we
might consider otherwise. While it is true that we are concerned with building a real time
system that must make its decisions within a bounded and. in fact, small period of time, the
characteristic about which we are most concerned is the elapsed time required to make a
decision once its supporting information is available. Because of the assumption that a
processor is available which is separate from the application processor or processors in this
system, we can design our simulator to pre-compute as many values as necessary

concurrently with the execution of application processes.

This assumption is not crucial to the design of this algorithm although the algorithm is
somewhat more computationally intensive than most scheduling algorithms. if a multi-
processor were not configured with a dedicated operating system processor, the operating
system could execute this algorithm in the processor completing an executing process or
receiving a new process request. If the resulting process list indicated that another processor
should change contexts, an inter-processor interrupt could be generated to cause that
processor to perform the change. We expect that the computational complexity of our
algorithm should siill allow application time constraints to be met. For a detailed discussion of

the computational complexity of this algorithm see Section 5.4.5 below.

5.1.2. Preemption of Executing Processes

We assume that all application prbcesses can be preempted whenever required in order
attain a high value to the system for completing each process at an appropriate time. We
would note that this is a significant departure from most existing real time systems. !n such
systems it is typically the case that a high priority process is designed making the tacit
assumption that it will never be preempted simply because it is assumed to be the highest
priority process at all times, and the normally utilized fixed priority scheduler is designed
never to preempt a process with a lower priority process during its execution. We might note
that in such existing systems this rule is frequently violated during the handling of interrupts
(e.qg., device completion and other events), thus imposing stringent restrictions on the nature
of interrupt processing in these systems and further reducing the predictability of their

performance in the event of an overload.

This assumption results in the ability of the scheduler to continuously execute those

processes which will result in a high cumulative vaiue to the system; it will not be the case that
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a low value process can use system resources to cause a high value process to viclate its time
constraints. If allowed by appropriate user policy decisions, the algorithm may, for example,
execute a portion of a process with a future optimum completion time significantly prior to
that time, interrupt it, then wait to complete that process as its time draws near, having run
other processes preemptively in the meantime. This provides the scheduler with the
capability of finely controlling the ending time of processés which must be controlled with
great precision in order to achieve a high value. In addition this capability allows the
scheduler to insure that an incoming aperiodic high priority or high value process is executed
prior to the completion of a lower value process in the event that the processor becomes

overloaded. For examples of this effect in an actual scheduling situation see, Chapter 7.

5.1.3. Available Process Information

Whenever a process is requested, we assume that certain information will be maintained
about that process instance throughout its lifetime until it is terminated or aborted. This
information will be maintained and updated as necessary throughout the life cycle of this
process instance and will be used as the available process knowledge with which to make the

scheduling decision.

The single most important piece of information required for a process instance at the time it
is requested is its value function. The value function can be specified in any of several ways.
For the purpose of the evaluation performed in this research, the value function is specified
using a set of constants which define a polynominal describing its value at every point in time
(see Chapter 6 for a description of this value function formulation). We refer to the
parameters of this polynominal as constants although there is no reason to assume that they
will not change throughout the lifetime of the application system being scheduled. We do,
however, assume at this point that these parameters remain constant once an instantiation of
a process has been requested, and will remain constant throughout the scheduling of this
particular process instance. Thus, we assume that the value function has been completely
defined at request time for a process instance. Future changes to the schedulir;g parameters

used for this process for future requests will affect only the future process instances.

The primary result of this assumption is that the scheduler can make decisions with respect
to the expected value it believes to be achievable by scheduling each proc‘ess at a particular
time, without considering the possibility that these parameters might change during the

scheduling operation. This assumption is not essential to the construction of our algorithm
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but it does mean that some scheduling computations need not be unnecessarily repeated.
This assumption can be relaxed if the implementer of the scheduier is willing to recompute the
schedule at more frequent intervals, based on the changes to the scheduling parameters for

each process.

Additional information assumed to be available for each process at the time of its request
includes the current expected time required to complete this process and the expected
execution time distribution (as well as the parameters describing this distribution) with which
the computation time may be estimated. The algorithm assumes that this distribution and its
parameters have been made available, although we make no statement as to the source of
this information; we would assume that the distribution itself has been supplied by the user
and that the parameters defining that distribution have been supplied through either the user
interface or through actual operating system measurements of previous executions of the
process. if the execution time is being evaluated by the operating system, we would expect
that the performance of this algorithm will improve over the extended period of time which is
characteristic of a real-time system, due to the improvement in the quality of the information
on which its decisions are based. This improvement is a valuable property of the decision
making process, but it requires that the operating system continuously make appropriate

resource utilization measurements throughout the system execution.

5.2. Observations About Value Functions

In this section, we note some important characteristics of the vaiue function shape about
which we make assumptions upon which our scheduling algorithms heuristics are based.
Although our heuristics make few assumptions regarding the details of the value function
shape, there are a few critical features of the value functions which are important to the

scheduling process.

It is important that a vaiue function not be monotonically increasing following its critical
time; the scheduling algorithm assumes that following -the critical time the value for
completing this process either remains constant or generally decreases in some form,
eventually reaching the value of zero or less. The value need not monotonically decrease, but

it must drop eventually.

Following the critical time, it is not essential that the value of zero be achieved but not

achieving it has the potentially negative effect in an overload that the process will never be
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removed from the processing queue and thus will introduce scheduling decision overhead
forever unless process completion eventually occurs. A value function which passes zero
makes the associated process eligible for being aborted, thus keeping the queue cleared of
processes whose value has become so small that they need not be competing with incoming

higher valued processes.

5.3. A Best Effort Scheduling Algorithm

Having defined our assumptions, we construct our algorithm using a sequence of heuristics.
This sequence has been designed to parallel closely the thought processes used by a human

decision maker in determining how to sequence a set of processes.

5.3.1. Background

In defining the Best Effort scheduling algorithm, we build on two observed value function

and scheduling characteristics:

1. Given a set of processes with precisely known processing times and deadlines
which can all be met {based on the sequence of the deadlines and the actual
computation times of the processes), it can be shown that a single processor
schedule in which the process with the earliest deadline is scheduled first (i.e., a
Deadline schedule) will always result in meeting all deadlines.

2. Given a set of processes (ignoring deadlines) with precisely known constant
values for completing them, it can be shown that a sequence of processes in
decreasing order by value density (V/C, in which V is its value and C is its
processing time) will produce a total value at every process completion time least
as high as any other schedule.

The former observation is well known (see, for example, [Baker 74], page 24); the latter
observation, although similar to a number of results in other contexts, is new in the context of

real-time process scheduling, and we prove it here:

Theorem 1:
Given processes Pl.Pz,. ,P_with actual execution times Cl C C and
constant completion values V V Vn if each process is executed in order of

decreasing value density, where the value density of Pl. is defined by D.= V/Ci
(assummg that processes are ordered D > Dz> s 2 Dn), the total value
T 2 Vk accumulated at the completion time of P (1<i<n)in the resulting
sequence will be at least as great as for any other sequence at time 2 C We
break any value density ties by executing the process with the shortest executlon
time Cl. first.
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Proof: We prove this theorem by induction on the number of processes.

After the completion of I’I at time T = (‘l. the accumulated value is Vr The mean
value density at this point is /)] = V/Tr If, at this same time T, S0me other schedule
has accumulated a higher value, then its mean value density D is higher, and one
or more of its completed processes must have had a higher value density than 1’1, a
contradiction of the hypothesis.

Similarly, assume that the theorem holds after completion of 1’,.. After completing
P, the total value accumulated so faris 7, and the value density of P is

/€ Inorder for another schedule to have achieved a total value at the
completion of I’[.H greater than Tm' one or more of the processes completed
since the completion of p; must have had a value density greater than PiH’s, a

contradiction of our induction hypothesis.

An interesting corollary to this theorem can be conjectured if one imagines that each
process in the set of processes described in this theorem are subdivided into successively
smaller processes, each with the same value density as its parent, but with a proportionately
smaller execution time. Since the sequence of value density is unchanged by this process, it
is evident that such subdividing may be carried out indefinitely, resulting in the observation
that accruing the value linearly in time aé each process executes will produce an optimal total
value at any arbitrary time in the sequence, rather than merely at the completion of each
process. While a proof for this conjecture could be produced, the conjecture has no direct

application to this research, and will therefore be omitted.

Theorem 1, having established the optimality of the total value at the completion of each.
process with constant value functions, is important in this research in two ways. First,
construction of such a schedule off line using the actual process execution times after a set of
processes have been scheduled provides an upper bound (although far from a least upper
bound) to the total value achievable by any on-line algorithm, and this is used in the
experimentation performed as part of this research (see Section 6.6). Second, the importance
of the value density in producing a high total value is used as the foundation of the heuristic

used to remove overload conditions (see Section 5.3.4).
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5.3.2. Best Effort Scheduling Starting- Poaint

To construct our algorithm, then, let us temporarily assume that all our value functions have
a constant value prior to their critical times, and that they decrease in some fashion following
their critical times. In this case, all processes could be executed at any time after their
request times, and the total value accumulated will be unchanged as long as they complete
prior to their critical times. In such a case, we take advantage of observation 1 above: we
construct a simple deadtine schedule using the critical times as if they were deadlines to
compute the nearest deadlines. At this point, if all deadlines can be achieved (i.e., there is no

overload), the schedule is complete.

In a real-time system, this condition should generally prevail if the system is to be normalily
well-behaved and able to perform to its specification. Thus our algorithm should perform
exactly as well as a deadline schedule when no overloads are allowed to exist, and as long as

all value functions have constant values prior to their critical times.

At this point, however, we have grossly oversimplified the definition of a deadline by
equating it to the critical time. If the value function is a step function going to zero after the
critical time, this definition of a deadline will suffice, but if it decays slowly, perhaps
exponentially or quadratically, there is still some value t'o‘ be achieved after the critical time.
For the purpose of this algorithm, we define the "deadline" to be used in our initial deadline
schedule to be the latest time at which a process’ value drops below some specified

percentage (e.g., 90%) of its maximum vaiue.

5.3.3. Increasing Values

We have also oversimplified the situation by assuming that the value functions were
constant prior to their critical times. If the value function is rapidly decreasing, there is no
problem, since the definition of a "deadline"” given above will ensure that execution of such a
process takes place in time to complete with a high value, since the deadline schedule should
result in a low maximum lateness. if, on the other hand, the value is increasing prior to the
critical time, the process shouid usually be delayed before being allowed to complete, so that

as high a value as possible can be achieved.

The question, of course, is how much the process should be delayed before being

executed. It seems intuitively clear that if the system is heavily loaded, we must be more
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willing to accept a lower value for a process by scheduling it early than if the system is lightly
loaded, since the probability that we can schedule the process to terminate at the time of its
maximum value is reduced. Similarly, if this process has a relatively low maximum value in
comparison with other processes in the system, we should also be willing to accept a lower
value by scheduling it earlier. Further, it is clear that these two attributes should be
considered together, since in a lightly loaded system, process importance will have litile effect
on our ability to control process termination times, and similarly, if a process is quite

important, the loading of the system can be ignored.

Thus, we use the following heuristic to compute Vok, the minimum acceptable value when
this process terminates:

Vok:(l—-pupv(l —a)v

where r, is the estimated probability that the system is in an overload condition (including this

max

process in the load), P, is the estimated probability that another process will have a higher
maximum value than this process, Y ax is the maximum value possible for this process, and a
is the minimum fraction of a process’ maximum value which we will accept in any case (i.e.,
we will attempt never to schedule any process to complete prior to the time we can achieve a
value of at least av, - The result of using this equation is that the minimum acceptable value
will be near to av, . only if the probability of an overload and the 'probability that a higher
value process could come in are both high; otherwise, the minimum expected value will be
near to Vmax.

In the experiments conducted as a part of this research, the value «a is a policy parameter
provided by the user. Vonax €N be determined from the distribution of values across the
overall process load using either a discrete or continuous distribution, and is approximated in
our experimental implementation by assuming a normal distribution of value function

amplitudes across the process load.

Once the minimum value acceptable to the system for this process has been determined,
the earliest time at which this value is attainable is computed, the estimated execution time for
the process is subtracted, and a scheduling event interrupt is enabled for that time. When
that time arrives, the scheduling decision is remade, with the subject process now a candidate

for execution.
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5.3.4. Overload Processing

Up to this point, we have assumed that the "deadline"” lor every process which is ready for
execution can be met; the only special heuristic needed was to provide for the delay of
processes whose value was increasing prior to the critical time. Once a process is declared
ready for execution, since all the deadlines are attainable, the simple deadline schedule will

guarantee that all processes will meet their deadline.

Now, however, we must consider the situation when the ready processes will not all be able
to meet their deadlines because we are overloaded. The overload condition may or may not
be temporary, although in a well deé.igned system it should normally be the case that any
overload is due to some sort of unusual transient condition in the system environment, and
should thus not recur frequently or for a long duration. It is important to observe, however,
that it is particularly at such times, frequently at times of stress in the external environment,
that an overload is most likely to occur, and is also the time when the system is most needed
to respond appropriately to the-emergency. For example, it is precisely when a nuclear
reactor is overheating that the greatest number of overtemperature, overpressure, and
operator commands are entering the system, and therefore that is the moment when it is most
likely to be overloaded. A system which responds to such an eventuality by simply stopping,
or by executing processes of low importance, has ceased to be useful in controlling an

emergency, biit has instead become pait of the emergency.

The first problem for our scheduler is to determine the probability that an overload has
occurred. This is accomplished by the heuristic of considering each process in the deadline
order (nearest deadlines first), computing the total available slack time for each process
considering the processes which will execute before it in the deadline sequence, computing
the variance of the total slack time, and from this information, computing the probability that
an overioad has occurred (i.e., ihe probability that the available slack time is less than 0). For
expediency in performing this computation, our heuristic assumes that the total slack time
exhibits a normal distribution. This assumption is made because the total slack time is
computed from the sums of several random numbers (i.e., the expected computation time
remaining for each process) potentially drawn from different distributions, and, as the number
of such values in the sum increases, the Central Limit Theorem [Allen 78] states that the

resulting distribution will show an increasing similarity to a normal distribution.

Having computed, at each point in the deadline ordered execution queue, the probability
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that an overload exists, this probability is compared to a user policy value defining the
minimum overload probability to declare that an overload exists (for a discussion of the effect
of this value on the scheduling performance, see Chapter 7). If the resulting comparison
indicates that an overload has occurred, all of the processes invalved in the overload at that
point are checked to find the one with the minimum expected value density, which is then
removed (temporarily") from the deadline sequence. The slack time and overload probability
is then recomputed, and this processing continues until the entire remaining set of executable

processes has been checked and no overload conditions are found to be present.

This results in a sequence of processes, in deadline order, which do not result in an
overload condition at any point in their sequence, and should, therefore, be executable in that
order. Given that there are m processors in the system, the first /n processes are assigned to
them, and their execution commences (or continues if execution is already in progress). Note
that a complete sequence for executing these processes is then in existence, and if no further
events requiring the sequence to be modified occurs (i.e., a new process arrival or a
scheduled process completing with a significantly different process time than expected), the

schedule need not be re-computed.

5.3.5. Statistical Computations

Ne have used the expressions expected remaining computation time and expected value in
the above discussion, but we have not discussed how these values are to be computed.

These are simple statistical functions defined in the usual way:

2] >2]
E(C)=/lf(t)dt, E(V)=/V(t)ﬂt)d1
IS 4
0

0
where A is the computation time already elapsed, v(¢) is the value if the process is completed

at time ¢, and f{¥) is the distribution function at time ¢ given that { units of execution time have
already occurred. For each of the distributions used in our experimentation, straightforward
polynomial approximations to these integrals (when analytical solutions do not exist) could be
used in the computation, but for cur experiments an actual numerical integration was used to
" ensure accuracy for the algorithm simulation. For further information on the statistical

functions used, see Chapter 6.

7i.e.. it is removed from consideration for scheduling currently, but is not removed from the run queue; it could be

later executed if another processor completes earlier than expected
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5.4. Implementation Notes on this Algorithm

The discussion above on the algorithm design was left somewhat general to assist its

understanding, but there are several practical details which need to be discussed.

5.4.1. Under-utilized Processors

The overload checking is omitted for the first /1 processes in the deadline queue, since it
seems undesirable to leave a processor idle when work is ready, however unlikely it may be
that the work can be completed in time to produce a high value to the system. In many
real-time systems, there are a set of "background" processes which are designed to take ali
idle system resources, such as self-test programs. Such processes in a system with a value
function scheduler would be modified to operate as periodic processes with low constant

values, and would thus be executed whenever time is available.

5.4.2. Pre-execution of Delayed Processes

Delaying the initiation of a process whose value is increasing has the effect of increasing the
load once its ready time is at hand, possibly resulting in a temporary overload. Noting that the
value of a process is related to its termination time, it seems probable that the process could
be pre-executed as soon as it is requested, as long as it is not allowed to complete prior to its
minimum value time. With this in mind, we allow the user to provide a policy value in the form
of a standard deviation multiple which expresses the minimum portion of the expected
computation time which should be left until the process can be expected to complete with a
high value. Using this policy value, the scheduler will usually pre-execute a new process
immediately until it is in danger of completing, then it will begin its delay. This capability
significantly increases the achievable value in our experimentation, but is kept under user
policy control, since it introduces the danger that a process could prematurely terminate with
potentially disastrous results. Using a standard deviation multiple to control it would probably
be replaced with an actual execution time value for each process in an actual implementation,
but that was impractical for our experimentation, since the user determines actual execution

times only stochastically.



- 52
5.4.3. Overload with a Single Process

The determination of the overload probability using the total slack time at each point in the
deadline queue can hide the possibility that an individual process could represent an overioad
by itself, for which no multiple processing capability could compensate, so the overload
detection criterion is applied to both the process’ own overload probability and the total

overload probability, checking for process elimination in either case.

5.4.4. Interrupting an Overtime Process

An executing process can be interrﬁpted to recompute the schedule if the executing
process exceeds its expected computation time plus the minimum expected slack available in
the subsequent schedule. This provides the capability to determine if an executing process
has exceeded its desirable processing time and may be adversely impacting a higher valued

process.

5.4.5. Computational Complexity

It is important to determine the computational complexity of this algorithm, particularly
because it is intended for use in a real-time system. For this purpose, we will refer to Figure
5-1 which contains an annotated, skeletal expression of the algorithm described in this
chapter. Each statement is numbered, and each loop structure in the algorithm is delineated

by a bracket labeled with a single letter for quick reference.

As previously described, it is assumed that a run queue of n processes is input to this
algorithm at its entry, and it is our goal to determined the execution time of this algorithm as a
function of n. The main body of the algorithm, contained in statements, 1-16 consists of a
single loop, examining each of the n processes one at a time. Thus, it is clear from its basic
structure that statements 2 through 10 and 16 can be executed at most once for each of the n
processes. For each iteration through loop a, statements'ﬂ through 15, comprising loop b,
can potentially be repeated once for each of the n processes, assuming that an overload is
detected for every process, so that statements 12 through 15 could be executed as many as n
times. At this point, it might be observed that loop ¢ could also be executed for every process,
making it possible that statement 13 could be executed as many as »* times. However, we
must note that each iteration of loop b will remove one process from the input queue, so it is

not possible for its contents (statements 12, 14, and 15) to be executed more than # times,
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BE Scheduler Algorithm
1. _F-or each process in the run queue in increasing deadline order
2. if this process not already ready for scheduling
3. If this is a new process or if we are nearer overload than before
4, Compute time at which this process will be ready to be scheduled
5. If we have already reached its ready time
6. Mark it ready for scheduling now
7. Else if there is probably time to run it without finishing it early
8. a Mark it ready for pre-execution
9. If this process is marked ready or pre-executable
10. Compute current slack time and its variance
11. [ While probability of overioad is above threshold (& more than one
process is in the queue for each processor so far)
12. b c[_i_f)r each process kept in the queue so far '
13. Check it for the smallest value density
14. Mark the smallest value density process not currently executable
15. Recompute the probability of overload without it
16. Keep track of the minimum (worst) slack found so far
17. For each pracess ready for execution now
18. d Compute an'interrupt time for the process with the minimum expected
slack to ensure it doesn’t run too long to kil
| a more important process.

Figure 5-1: Scheduling Algorithm Structure

since only n processes can be removed from the queue. Thus, even if statement 13 could be

executed n times each time loop c is invoked, statement 13 can be executed at most n’ times.

Loop d is a simple loop which can repeat at maost n times, so it is clear that the processing of
loops b and ¢ dominate the time complexity of the algorithm, and are, in turn, dominated by
statement 13 which we have shown can be executed at most »’ times. Thus, this algorithm
can potentially exhibit a worst case time complexity of O(n’) in the event of overload
conditions. If no overloads are detected, the procedure remains O(n). Because of the
dependence of its performance on factors beyond the scheduling élgorithm itself, the actual
time required is best determined empirically, and this measurement is discussed in more

depth in Chapter 7.
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This computation time is, of course, incurred at each execution of the scheduler. As
described earlier, the scheduler is executed at the request and completion of each process,

and at other times if key times are encountered. These key times are:

1. When a process with an increasing value function which is being pre-executed
must be preempted to prevent it from completing early. This can happen at most
once per process.

2. When a process with an increasing value function has now become ready for
scheduling (based on reaching a time when the value Vok can be expected). This
can happen at most cnce per process.

3. When a process has executed sufficiently longer than expected that it now
jeopardizes another process in the run queue which was not removed to eliminate '
overload. This could, in principle, occur more than once per process, but the
heuristic used to remove overioad should prevent it from happening frequently.

Thus, excepting the third possible key time, the scheduler will execute a fixed number of times
per process. Assuming a Poisson arrival with mean arrival rate A, if the scheduler is executed
for v seconds, the number of processes likely to arrive is n=Ar. Since # is the greatest
possible size of the run queue, the total time which could possibly be used by this algorithm is
O(+). In practice, it has been found that none of these key times occur excessively, and in
the event of an overioad, the number of such interrupts actually taken tends to be lowered
slightly, since few processes are pre-executed, and processes aborted before executing do

not cause a scheduling computation (See Section 7.4.4).



Chapter 6
Process Scheduling Simulation

Because it is important to provide an environment in which our value-function scheduler
and the currently used scheduling algorithms can be evaluated with respect to their
performance in generating a high total system value, a simulator has been constructed which
provides a complete multiprocessing system environment. This environment consists of a
memory of unlimited size connected to one or more processors and a set of data structures

defining the processing to be performed by the simulated system.

There are two critical data structures involved in the simulator. The first is a list of the
processes availabie for schedulirig during a run. This list is created during the definition of
the load and remains unchanged throughout the simulation. The second structure consists of

what is usually called a "run queuea".

This queue is dynamic in that processes are
continually entering and exiting the run queue as they become available to be executed (i.e.,
requested) and are subsequently completed or aborted.. The primary purpose of the simulator
is to manage these data structures such that the data needed by the various scheduling

algorithms will be available at the time that each scheduling decision is to be made.

This simulator, which has been written specificaily for this research effort, was written in the
C language and has been executed on various host processors, including the DEC VAX

11/780, a Sun 2/120 Workstation, and various versions of IBM Personal Computersg. ‘

alt is called a "queue" because it is usually, but not always, implemented as an ordered list of executable

processes in order of their intended execution, usually ordered by their fixed priorities in real-time systems. In our
context, it is better modeled as an unordered set.

9The terms VAX, Sun, and IBM are registered trademarks of the Digital Equipment Corporation, Sun Microsystems,
Inc., and International Business Machines, Inc., respectively.
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6.1. Simulated Load Definition

The simulator begins by reading a large set of user defined parameters describing the
simulation to be performed, then constructing the load to be used during the simulation. This
load consists of a set of processes, each of which has an independent execution profile
containing its expected computation time distribution from which its actual computation time
will be drawn, a value function, and the repetition_ period for those processes which are

periodic.

The resulting set of proc‘ess descriptions remain fixed during the entire run of the simulator.
During the process simulation, all processes executed will be drawn from this set. The load
parameters for each of these processes is determined using the user-specified random
number generators included among the statistical functions within the simulator (see Section
6.3 below). During execution, more than one instance of each of these processes méy be
simultaneously available for scheduling, may therefore compete for processing resources,

and may subsequently execute concurrently.

The process list contains the following information for each process:

e Process ID -- a number which uniqualy identifies an individual process.

e Process Period -- a value which is positive if the process is periodic and
represents the interval between request times for that process.

e Process Time Constraint -- the interval between the request time and the critical
time for this process.

e Load Parameters -- an execution time distribution with a list of up to five
parameters, defining the nature of the load produced when this process is
executed. The first parameter is the mean execution time and the second
parameter (used for all distributions except exponential distributions) is the
standard deviation of the load. The remaining parameters are used only for a
bimodal distribution. Of these, the third and fourth parameters are the load and
standard deviation of the second peak, while the fifth is the probability that the
actual processing time is described by the first peak for a bimodal distribution
rather than the second. (for more information on the bimodal distribution see
Section 6.3).

e Value Function -- the set of constants defining the value function to be used for
this process. These values consist of the five constants describing the value
function prior to the critical time, followed by the five constants describing the
value function following the critical time, plus the minimum completion value.
This minimum value defines the value to be accrued for a process which is
finished late (if it is above 0) or aborted.



57

e Priority -- a fixed value used only by the importance-based fixed priority
scheduler, and which is set to the maximum value defined for this process’ value
function; thus, this value is intended to approximate the importance of this
process (see section 6.4.1.)

After the list of processes has been generated, the simulator constructs a list of actual
processes to be executed, each with its actual execution time {drawn independently from its
individual execution time distribution) and its request times. This list remains fixed for each
iteration of the simulation and provides the sequence of process requests for each algorithm,
thus ensuring that every algorithm will be responding to exactly the same process load. Note
that the actual computation time is thus pre-determined, buf is not made available, of course,

to the scheduling algorithm under test.

Clearly, it is not possibie to simulate our Best Effort algorithm described in chapter § with
every possible value function, so we have limited the actual vaiue functions to be handled by
the simulator to an important subset of possible value functions, selected to provide test
cases with a representative sample such as might be used for an actual real-time system. This
subset has been defined in a specific form possessing characteristics making the
expressiveness of the value extremely flexible while allowing the generation and analysis of

the resulting functions to be as straightforward as possible.

Thus we define the value function in two parts; the value prior to the critical time and the
value following the critical time, providing for a discontinuity at the critical time if desired by
the application designer. For each of these two parts, five constants are used to define the
value function relative to the critical time using the expression:

V()=K +Ki—-K 7+ Ke 5
This form provides for functions which can arbitrarily increase or decrease at any rate both
before and after the critical time, and can asymptotically approach a limiting value, or
precipitously move to extremely high or low values. In addition to the ten value function
constants described here, a lower limit is also definable which can be used to provide a lower
bound to the value accrued in the event that a process must be aborted. We should note that
we are not particularly interested in the degenerate case of value functions which
unboundedly increase following the critical time, since such processes would never be

scheduled, but would remain pending "forever” awaiting a higher value.
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6.2. Simulator Execution

The simulator execution proceeds in three primary steps:

1. 1t generates the complete set of loads (i.e., the set of processes that are to be
executed during this entire simulation). This takes place using user defined
parameters which stochastically specify the load to be applied to the
multiprocessor. '

2. A set of executions of some sequence of process requests is initiated repeating
the same set of process requests for every algorithm, then repeating the entire
process request sequence generation and every algorithm as many times as the
user has specified for iteration.

3. The final statistics are collected from the entire set of iterated runs, correlated,
and output both to host processor files for further post-processing and to printed
output for evaluation by the user.

The execution of a particular sequence of processes starts by taking the first requested
process and placing it into the run queue. Whenever the run queue is non-empty, the
simulator calls the algorithm under test to select a process from the queue for executing, then
executes that process either until the prdcess completes, until some critical time identified by
the algorithm has occurred at which a new decision should be made, or until a new process
has become ready to be entered into the queue. At any of these events the executing process
is interrupted and the queue is updated appropriately. At each decision point, the simulation
statistics of the process being simulated are updated, reflecting.any new or deleted processes
and accounting for each scheduling-related decision. The scheduling decision is then made
again by the algorithm under test. For the purpose of simulation, the decision for the
execution of all processors is made simultaneously each time a decision for any processor is
needed. Thus it will be true that at ail times the set of processes which the algorithm has
determined is best run at this time will always be running in all processors attached to the

simulated system.

At the end of the simulated elapsed time interval specified by the user for the complete set of
requests, the next algorithm to be tested is initiated against the same set of processing
requests and the entire processing is repeated for the new algorithm. When all algorithms
have completed processing a set of requests, the entire sequence of processing for all these
algorithms is again reiterated, starting with the generation of a new random request list. This
entire procedure is repeated the number of times specified by the user, thus providing a

statistical verification of the performance of each algorithm.
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6.3. Simulator Statistical Functions

Because the process scheduling model and the process execution being studied in this
research is stochastic in nature, it is necessary that a number of statistical functions be
inctuded in the simulator. The required statistical computations appear in several portions of

the simulation computation:

e Generation of the process load whose characteristics were determined
stochastically by the user.

e Generation of the sequence of processes to be executed (i.e., the run queue)
each time an iteration of the simulator is initiated. To compute their arrival times,
an exponential random number generator is used, generating a set of Poisson
arrival times for the aperiodic processes. The actual execution time for each
process to be requested is determined using the user-defined execution time
distribution for that process.

e Computing the expected remaining computation time for processes whose
execution has been interrupted. ’

o Computing the values (e.g., value density) to be used in the value function
scheduling decisions.

The statistical functions must support five distributions for use in each stage: of the
simulation. The following subsections describe each of the supported distributions used
within the simulator. For each distribution to be used for execution times or value function
scheduler decision making, several functions are implemented to provide the statistical

computations needed:

e The random number generator function which will preduce a pseudo-random
sequence for each of the distributions supported.

e A computation of the expected value of a random variable, given a distribution
and the constraint that the value cannot be less than some threshold. This
function provides, for example, the expected execution time of a process which
has already executed for some time.

o The expected value for a process taking into account its value function and the
distribution of its execution time. This function can be expressed as:

o0

E(V)= /V(t)ﬂl)dt
t
0

where v(/) is the value at time ¢, and f{¢) is the distribution function at time / given
that A units of execution time have already occurred..
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In the simulation, these integrals are computed using straightforward numerical integration
to ensure the validity of the simulation results, but in an actual real-time system these
functions could be implemented using simple linear or polynomial approximations to avoid

unnecessary overhead.

6.3.1. The Uniform Distribution

The uniform distribution is provided although it is generally not used directly by the user.
This distribution is the foundation for ail of the other distributions and simply consists of the

uniform random number generator which generates random numbers in the range 0 < x < 1.

6.3.2. The Normal Distribution

The normal distribution, characterized by its mean and standard deviation parameters, is a
commonly used distribution, frequently identified by its characteristic bell-shaped curve.
When used for describing execution time, for example, this distribution makes the implicit
assumption that the execution time is generally constant, and that the causes of the variation
(e.g., differences in a process’ input parameters from one execution to another, or interrupt

processing unrelated to this process) together generate a normally distributed delay.

A normally distributed random variable, however, may assume any value regardless of its
mean, including negative values, although the probability of values far from the mean
becomes arbitrarily small. Thus, the random variables with bounded values, such as process
execution time which cannot be negative, cannot be accurately modeled by normal
distributions, although the normal distribution might provide a sufficiently good approximation

to still be useful.

The normal distribution has the important property that a random variable which can be
described as the sum of a number of other random variables of any distributions having a
finite variance will approach a random distribution as the number of its components increases
(i.e., the Central Limit Theorem). For this simulation, normally distributed random numbers
are generated using the Box-Muller algorithm [Knuth 69]. See Figure 6-1 for an example of a

normal distribution curve for the execution time of a process with a mean execution time of

300 milliseconds, and a standard deviation of 100 milliseconds. The distribution function for.

the normal distribution is
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where 1, i1, o are the value at which the distribution function is to be computed, the mean, and
the standard deviation, respectively.
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Figure 6-1: Normal Distribution with p 300 ms., ¢ 100 ms.

6.3.3. The Lognormal Distribution

The lognormal distribution is one in which the natural log of the random variable (e.g.,
execution time) is normally distributed, and, like the normal distribution, may be charaéterized
by its mean and standard deviation. The general shape of the lognormal distribution is
somewhat bell-shaped, but does not allow negative values, thus making it appropriate for
describing such variables as execution time. Thus, the legnormal distribution is frequently

used as an approximation to a normal distribution when negative values are to be disallowed.

Lognormally distributed random numbers are generated using the normal random number
generator with its mean and standard deviation selected by the uniform random number
generator. See Figure 6-2 for an example of a lognormal distribution curve for the execution
time of a process with a mean of 300 milliseconds, and a standard deviation of 100
milliseconds. The distribution function for the lognormal distribution is

flp.o) = f(in(Dp o)
w=In(w/Va)
o, =in(Va)

2
az-a-;-i-l
N
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where ¢, fN, p. o are the value at which the distribution function is to be computed, the
normal distribution function, the mean, and the standard deviation, respectively.
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Figure 6-2: Lognormal Distribution with u 300 ms., ¢ 100 ms.

6.3.4. The Exponential Distribution

The exponential distribution is completely characterized by its mean, so éxponentially
distributed random numbers are compute'd using the uniform random number generator and
the exponential operator to generate a set of exponential random numbers with a given mean.
This distribution, illustrated in Figure 6-3 by a process with a mean execution time of 300
milliseconds, zlso disallows negative random variables. This distribution is frequently used
for random arrivals of processes, and makes the implicit assumption that the next arrival time

is independent of the inteNaI since the last arrival.

When used for process execution times, it assumes that the remaining execution time of a
processor is independent of the execution time already elapsed for the process. The
exponential distribution has properties which make it quite amenable to mathematical
analysis, but is unlikely to accurately describe most actual process execution times. An
exception might be when the execution time is dependent on the number of arrivais of some
event which is generated by some Poisson process. The distribution function for the

exponential distribution is
e—//p,

fp) = e
where t, p are the value at which the distribution function is to be computed and the mean,

respectively.
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Figure 6-3: Exponential Distribution with p 300 ms.

6.3.5. The Bimodal Distribution

The bimodal distribution used in this study is a combination of two normal distributions, and
carries the implicit assumption that the execution time is normally either of two normally
distributed values, with the causes of the variance together resulting in a normally distributed
delay. The distribution is characterized by two means and standard deviations, together with
the probability that the random variable is controlled by the first rather than the second. See
Figure 6-4 for an example of a bimodal distribution curve for a process with a mean execution
time of either 300 or 500 milliseconds, a standard deviation of either 100 or 50 milliseconds
respectively, and with the probability of .6 that a particular execution will exhibit the first
mean. The distribution function for the bimodal distribution is

fup om0, = pfy(tp,0)+A=p)fy(tp,0)
where t, f, . 0. p,. 0., pare the value at which the distribution function is to be computed,
the normal distribution function, the means and standard deviation of the two distributions,

and the probability for the first one, respectively.

6.4. User Controls

The user of the simulator has a number of controls with which the simulator execution can
be tailored to produce a particular scheduling environment. These controls consist of a
sequence of selections, beginning with the selection of the scheduling algorithms to be run.
All of this user information is placed in a control file and one or more load definition files (see
Figures 6-5 and 6-6 for a sample control file and its load definition file) which are read by the
simulator during its initial setup, providing the information which is thereafter used to control

the simulation.
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Figure 6-4: Bimodal Distribution with p, 300 ms., o, 100 ms., p, 500 ms., 6,50 ms., p, .6

6.4.1. Scheduling Algorithm Selection

There are several scheduling algorithms implemented in the simulator besides our value
function scheduler, providing the capability for us to compare the performance of the value
function scheduler with that obtainable from the other scheduling algorithms used in either
real-time or non-real-time systems. These scheduling algorithms, whose performance relative

to value function scheduling are described in Chapter 7, are:

e The Shortest Processing Time (SPT) scheduler, in which the process with the
shortest expected processing time scheduled first. This algorithm has not
generally been used in real-time systems scheduling, probably because of its
need for processing time information, but given deterministic execution times, it
can be shown (in a single processor) to minimize the average lateness in a set of
processes with fixed deadlines. In addition, the SPT scheduler will complete the
greatest number of of processes in a given time interval. '

e The Deadline scheduler, in which the process with the earliest deadline is
scheduled first. The Deadline scheduler can be shown (in a single processor) to
generate schedules which minimize the maximum lateness, resulting in the ability
to guarantee that if all deadlines in a set of processes can be met, the deadline
scheduler will meet them. This algorithm is not generally used in actual real-time
systems, both because it requires information on process deadlines, and because
its performance is quite poor if every deadline cannot be met. In such an event,
the deadline scheduler will attempt to complete processes whose deadlines
cannot be met further delaying processes whose deadlines can still be met.

e The Slack Time (i.e., laxity) scheduler, in which the process with the smallest
excess available time (i.e., time before the deadline minus the expected
computation time) is scheduled first. This scheduler can be shown to produce a
schedule in which the minimum fateness is maximized (see, for example, [Baker
74], page 25), a property of dubious usefulness, but it can also be shown that it
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Simulation Description:

General Test Simulation Run (Old algorithm)

Algorithms .

(MaxVal, SPT, Deadline, Slack, BEValue, FIFO, Rand, RandP, DeadP, VDensy):
BEValue, SPT, Deadline, FIFO, RandPRTY

End

Number of Processors

2

Number of iterations:

20 )
Delay processes until value function goes positive?
no

Abort processes whose value drops below zero?
yes

Print Summaries (prior to final summary)?

no

Print Schedules?

no

Print Queue whenever decisions are made?

no

Put summaries in a file?

no

Put schedules in a file?

no

Print BEValue scheduling decision information?
no

Total elapsed simulation time:

20.

Random number seed:

14000

Cost Factors (usec.) (time'to compute ready time, check ready time, get proc,
remove proc, check proc for overlcad, compute expocted value)

100, 20, 100, 100, 25, 400

Algorithm’s assumed execution time distribution (Normal, Exponential, LogNormal)

Normal

Mean acyclic arrival time distribution & parms. (Uniform, Poisson, LogNormal):

Poisson 20

Spike acyclic arrivals (repetition period, duration, distribution, mean)

4.0 0.2 Poisson 1.0

Threshold (n*std. dev) before which a preview must be completed:

4

Overload probability threshold for removing low value density processes

4 :

Value threshold to define "deadline" (% max)

90

Minimum value before which a process should not be allowed to complete (% max)

20 . .

Cost (Microseconds) of a context swap (Charged for preemptions only)

400

Load Groups (No. processes each group and the group control file):

40 loadfile1

Figure 6-5: Sample Scheduling Simulator User Control File
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Mean Execution Time Distribution (Normal, Poisson, LogNormal, Bimodal):
Normal .4 .3

Mean St. Dev. (Mean % of execution time, % Std. Dev.):

300

Mean Deadlines (Mean % of execution time, % Std. Dev.):

25050

Percent Periodic:

10

Stochastic value distribution (Normal, Exponentiai, LogNormal, Bimodal)
Mormal

Overload value functions (mean, standard deviation of K1, K2, K3, K4, K5, K8)
0.0,0.0 0.0,0.0 0.0,0.0 5.0,40 6.0,00 0.0,0.0

Underload value functions (mean, standard deviation of K1, K2, K3, K4, K5, K6
5.0,4.0 0.0,0.0 00,00 00,00 0.0,0.0 00,00 ‘

Figure 6-6: Sample Scheduling Simulator Load Definition File

will, as with the Deadline scheduler, result in the ability to guarantee that if all
deadlines in a set of processes can be met, the deadline scheduler will meet
them. This algorithm, also, is not generally used in actual real-time systems since
it requires not only information on process deadlines, but also computation time,
with no improvement in performance over the Deadline schedule. The slack time
scheduler, in a multi-processor system, has the further disadvantage that when
preemption is allowed, it results in an unstable schedule; whenever the
scheduling decision is repeated, processes which have not been executed
recently (whose slack time is necessarily decreasing) will preempt processes
which have been executing (whose slack time is therefore constant), resulting in
excessive preemptions.

e The FIFO (First In First Out) scheduler, in which the oldest processor in the run
queue is executed. This scheduling algorithm is frequently used in real-time
systems incorporating message passing between processes. FIFO scheduling
promotes fairness among a set of processes competing for resources, but the
FIFO schedule optimizes no performance parameters.

o The Random scheduler, whose position in the run queue is selected at its request
time randomly, with uniform distribution. Once in the run queue, processes are
scheduled in their queue order, preventing senseless preemption. There are no
real-time systems which schedule processes randomly in this way, but processor
interrupts frequently occur with essentially random priorities. The inclusion of
this scheduler illustrates the performance of a system in which no process or
state knowledge is used in the scheduling decision, contrasting with ali the other
algorithms in which more or less process and state information is used to make
scheduling decisions.

o A Fixed Priority Scheduler in which the fixed priorities for each process in the run
queue are set at request time based on each process’ elapsed time to its
deadline. Once requested, the highest priority process in the run queue is
scheduled at each decision time. Most real-time systems use this algorithm for
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scheduling aperiodic tasks, although the fixed priorities are usually fixed by the
system designer based on knowledge of the process’ importance as well as its
deadline criticality.

¢ A Fixed Priority Scheduler in which the fixed priorities for each process in the run
queue are set at request time based on an estimate of the importance of the
process (for this simulator, importance is determined by computing the maximum
value defined for its value tunction). Once requested, the highest priority process
in the run queue is scheduled at each decision time. Most real-time systems use
this algorithm for scheduling aperiodic tasks, using importance as the principal
priority determination, adjusting the priorities during system test as needed to
meet performance specifications.

6.4.2. Process Set Performance Parameter Selections

There a number of parameters which determine the resource utilization/performance of the

set of processes to be simulated. These parameters include:

e The number of processors to be made available (up to 20) for executing the
processes in the run queue. '

e The number of times the .entire set of schedulers is to be run, using a new
sequence of process requests from the process set each time.

o The total simulated elapsed time that each simulation run is to take.

e The mean aperiodic arrival time distribution and its parameters (all simulations -
performed in this research effort use an exponential distribution.)

e For simulations in which times of increased periodic loads (i.e., load "spikes") are
desired at periodic intervals, the spike aperiodic arrival parameters including the
spike repetition period, the duration of the spike period, the aperiodic arrival
distribution to be used for arrivals during the spike, and the mean arrival time to
be used for the duration of the spike period.

6.4.3. Value Function Scheduler Parameters

The value function scheduler has a number of "tuning” parameters which will determine the
nature of its scheduling decisions. These parameters are critical to its performance, and may

therefore be set by the user. These parameters are:
o The percentage of a process’ maximum value which will be define a deadline for
the purpose of determining an overload condition for the value function

scheduler. The deadline of a process is defined to be the latest time at which this
process may terminate to achieve at least this percentage of its maximum value.

e The overload probability threshold at which low value density processes should
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be removed. This value defines the meaning of "overload” for the value function
scheduler; whenever the scheduler determines that the probability the system will
miss a deadline (see previous tuning parameter) exceeds this value, it will remove
enough low value density processes to remove the overload.

e The process execution time distribution which is to be assumed by the value
function algorithm,

¢ Minimum value (expressed as a percentage of maximum value) acceptable for
any process before which the process should not be allowed to complete. The
value function scheduler will delay the completion of a process, if necessary, until
it is likely that the completion value will exceed this percentage.

e Amount of a process’ expected computation time which may be used by the
process before it must be delayed to achieve the value described by the previous
parameter. This parameter, expressed as the number of computation time
standard deviations which must be reserved for processing after the delay, allows
the scheduler to pre-execute processes when processor time is available, then .
detay completion until a high value becomes possible.

e The execution time cost to be used for each constant time segment of the value
function algorithm so that its total cost can be computed. These costs are
described more completely in Chapter 7.

6.4.4. Process Set Specification

In defining the process load to be imposed, the user divides the total set of processes to be
defined into one or more groups. For each group, the number of processes in the group are
specified, along with several parameters which determine its scheduling and execution
characteristics. These parameters define distributions which are used during initialization to
compute the actual parameters for each process, which will then remain fixed throughout the

simulation. These parameters are:

e The execution time distribution and its parameters for processes in this group.
o The relationship between the process’ critical times and their execution times,
expressed as a stochastic function of the execution time for each process.

o The probability that each process in this group will be periodic. If the process is
periodic, its period will be stochastically related to its critical time.

e The mean and standard deviations of each constant defining the value functions
for this process group. The actual value function constants for each process are
defined using a normal distribution over these values.
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6.4.5. Simulation Execution Controls

The user may specify a number of parameters to control the actual simulation execution.
These parameters include both the simulated environmental conditions under which the
processes are to execute, and the generation of output by the simulator for subsequent
processing and evaluation. We should note that if all of these output controls are enabled, a
very large quantity of information will be generated which will be very hard to handle. This
information is critical, however, for the evaluation of individual decisions and individual

algorithms. These controls take the form of yes/no questions to be answered by the user:

e Should processes be aborted when their value function drops below zero?
e Should simulation summaries be printed after each iteration of the simulation?

e Should the actual schedules resulting from each of the algorithms during
execution be printed?

e Should the entire contents of the run queue be printed whenever a decision is
being made?

e Should the summaries for each iteration be placed in a file for post-processing?
¢ Should the schedules themselves be placed in a file for post-processing?

e Should the information on which the value function scheduling decisions are
made be pgrinted to provide for subsequent analysis?

In addition, the user may specify the cost {in microseconds) of a context swap (i.e., the
exchange of one process for anoiher in a processor in which the first process has not
completed) to be charged when a preemption is performed. This time is used by the simulator
to delay each such preemption, allowing the preemption costs to be taken into account for

each algorithm.

6.5. Total Value Upper Bound

For each set of process requests, an upper bound to the total value attainable in the elapsed
execution time of the simulator is computed by using the algorithm described in Theorem 1 in
Chapter 5. This value is obtained after the simulation is completed by sorting all the
requested processes by their actual value density, then adding their respective values until
the elapsed simulation time has been allocated. The value density used for this computation
is obtained by dividing the maximum value obtainable for the process by its actual execution

time.
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This bound is guite optimistic (i.e., it is not a least upper bound) in that it assumes that the
maximum possible value could be achieved for every process and does not take into account
the fact that in an overload condition, many of the processes would have been required to
compete with each other, and would therefore not have heen schedulable with positive

values.

Since we do not have a least upper bound, it would be interesting to know how optimistic
our upper bound is. While we cannot answer this question definitively, we did experiment
with it for one of our simulation loads. Using a single processor and an average load of about
165%, we found that our Best Effort (BE) and the Value Density (VD) schedulers generated
about 79% of the upper bound value. Temporarily moditying the BE scheduler to use the
actual execution times (rather than the expected ones) for its scheduling decisions, its total
value increased to 87% of the upper bound, while the VD scheduler with a similar change
increased to 83% of the upper bound. At the same time, we attempted a schedule "by hand",
which achieved about 82% of the upper bound. Such a set of tests is by no means conclusive,
but we felt that it is unlikely that the actual least upper bound is greatly higher than that
generated by the modified BE algorithm. -

6.6. Data Collection and Output

One of the most important functions of the simulator is to collect statistics deécribing the
performance of each scheduling algorithm, with the ability to write this information either at -
the end of each iteration or at the end of the entire simulation run, generating this output
either to a mass storage file for post-processing analysis or to a display device for immediate

viewing by the user, or both.

This output consists of a large amount of data, completely describing the simulation
performed, including not only the statistical information describing the algorithm
performance, but also the information used by each algorithm to make its scheduling
decisions; thus, the decisions may be evaluated after the simulation. The information thus

generated includes:
o The complete list of processes from which the request list is taken and the
parameters used to describe each process’ execution (i.e., execution time

distribution, critical time interval, value function constants, and period for
periodic processes)

e Each process request list which was generated at the beginning of each iteration
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of the simulator (i.e., the time at which each process was requested, the actuai
execution time for that process request instance, and the identification of that
process)

e The complete schedule generated by each algorithm (i.e., the actual start and
stop time of each process, including any preemptions), including the amount of
time it executed during the entire iteration.

e The total value upper bound which is computed by the simulator for each process
request list, providing for an evaluation of the value function scheduling
algorithm,

e A number of statistical values, maintained separately for each algonthm and
averaged over each of the iterations performed:
o Maximum queue size -- the largest size the run queue ever reached during
the execution of the simulator for each iteration.

o Mean number of preemptions generated.

o Mean lateness generated. This number is negative if the process on
average compieted prior to its critical time.

o Maximum lateness generated by this algorithm in an iteration.

o Mean tardiness generated by this algorithm in an iteration. This value can
never be negative but becomes greater than zero whenever a process is
exceeds its critical time.

o Total value generated by this process.
o Number of tardy processes produced by this algorithm.

o Number of processes aborted due to the algorithm.

6.7. Simulation Post-Processing Analysis

A number of routines have been generated in conjunction with the simulation effort to do
post-processing analysis of the simulator outputs. The results of these routines are used to
generate the charts and graphs included in the evaluation chapter (see Chapter 7) of this

report. These routines generate such graphic output as:

e Gantt charts illustrating the actual schedule generated by an algorithm during
one of its iterations.

¢ A chart showing the actual execution period for each execution of process. This
chart consists of a set of Cartesian time graphs (time increasing to the right) for
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which the time scale for each graph is defined by its request time at the left, and
the longer of (1) the process’ longest actual termination time in the simulation
iteration or (2) 130% of the process’ critical time interval measured from the
process request time defining the left end of the graph. The vertical axis for each
such graph corresponds the process’ value, with 0 on the bottom and 120% of the
maximum value of all processes in the system at the top. On each graph, the
value function is plotted, superimposed with a line showing each of the actual
execution times for each request of the process. The vertical placement of the
process execution lines shows the first execution at the top and the last at the
bottom, allowing them to be viewed chronologically. Thus these graphs illustrate
the time relationship between the vaiue function and the process initiation and
termination times for each of process instances that was scheduled, graphically
ilustrating the scheduling performance for each process with respect to the
amplitudes and shapes of value functions.

e A clock-like diagram which compares a large number of simulation runs to each
other indicating by the distance from the center of a circle the relative value
generated by each algorithm for each of the cases presented. The length of each
line is determined by the total value achieved, with high values generating the
longer lines. The maximum length of any line in a set of such graphs is scaled to
the highest value attained for any algorithm in the set, with all lines for other
algorithms using the same scale. This allows a large number of data points for
separate simulation executions to be made visible on a single graph at one time.

e A graph showing the the time varying load actually generated by the simulation,
and the apparent load as estimated by the value function algorithm during its
computation.

6.8. Simulator Validation

In any research evaluation depending on éomputer simulation, the problem of ensuring that
the simulator results are valid is critical. In general, validation can be broken into two slightly
different concepts: verification of the implementation of the simulator, and validaticn of the

model implemented by the simulator.

For this simulator, both the verification and validation of the simulator were handled through
the use of extensive trace facilities built into the simulator. As shown in Figure 6-5, there are a
number of outputs which can be generated using the control files, in addition to other trace
outputs which can be enabled as debug output when the simulator is compiled. Using a large
number of such detailed traces, the ability of the simulator to generate and execute a

sequence of processes under control of each of the schedulers was verified.

Since there does not yet exist a "real-world" system which can be compared to this system,



73

and because the portion of a real system which is simulated is conceptually very simple,
validation techniques involving comparison of the output of the simulator to an actual system
were not used. However, the execution of a sequence of processes in an actual
multiprocessor is quite easily visualized, so our printed traces seemed adequate. As a later
part of the Archons effort, an actual implementation of this scheduling technigue is expected

to be constructed, so comparisons with the output of this simulator can then be made.

Figure 6-7 is a brief sample of such a trace, showing the decisions being made for a few
milliseconds of execution during a period of overload. The data in this figure is, of course,
somewhat cryptic. The first line, for example, shows the process attrihutes for process 7,
which is shown to be an aperiodic process with 857 ms. between its request time and its
critical time, with a normally distributed mean execution time of 310 ms. and a standard
deviation of 93 ms. lts value function is constant at 7.7 prior to its critical time, and 0.0
following its critical time. Following the ellipsis several lines lower, we find that process 7
began execution at time 4.002, with an expected execution time of 612 ms., but with an actual
execution time of 249 ms. At time 4.190, a new request was made, for process 27, so the
scheduling decision was remade, eventually scheduling process 27 both because of its

impending critical time 86 ms. later, and its high vaiue density of 295.7.

Extensive traces such as these were used to verify that each decision was made at the
appropriate times, that the value, time, and statistical computations were made correctly, and
that the multiprocessor was correctly simulated, especially the real-time clocks of each

processor.
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Chapter 7
Evaluating a Best Effort Scheduling Algorithm

7.1. Introduction

In this chapter, we demonstrate the performance of the scheduler described in Chapter 5
(called the BE scheduler in this chapter) in as close to a fully realistic real-time execution
environment as possible. Using the simulator described in Chapter 6, we have completed a
large number of simulations of this scheduler, comparing its performance with eight other
schedulers chosen either because. they are commonly used in existing real-time systems, or

because they have been proposed for, or studied in, the context of real-time systems.

Our goal is to demonstrate the highly consistent performance of the BE scheduler in
extremely stressful environments made possible by explicitly; using the time-value functions to
make time-driven scheduling decisions. In the experiments described in this chapter, we
utilize the upper bound value computed by the simulator (described in Chapter 6), measuring
all values achieved as a fraction of the upper bound value. In performing this evaluation, we
begin in Section 7.2 by evaluating the process load sets which need to be applied to each of
the schedulers to demonstrate their scheduling properties with respect to total system value,
choosing a specific set of value functions from which the loads used in the remainder of this
chapter will be drawn. In Section 7.3, we describe a set of experiments from which the
"tuning" parameters for the BE scheduler can be selected to be used for the remainder of the
experiments. The experiments showing the effects of varying the processing load on each

scheduler are described in Section 7.4.

With a heuristic scheduler such as the BE scheduler, there are specific scheduling
situations in which we would like to evaluate the scheduling decisions in some detail, and this
is done for several interesting cases in Section 7.5. In addition, such heuristic schedulers are,
of course, sub-optimal, and it is important to understand the principal areas of weaknesses of
the scheduler, which we discuss in Section 7.6, followed by a brief summation of the BE

scheduler experimentation in Section 7.7.
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7.2. Definition and Raticnale of Loads to be Applied

The performance of any scheduling algorithm is completely dependent on the processing
load to which it is subjected, so the definition of the load to be used in this experiment set is
the first topic to be discussed. It is our goal to define a set of loads which is representative of
the real-time environment to which our algorithm is targeted, but also one which will stress the
BE scheduling algorithm as well as the more traditional scheduling algorithms with which ours

will be compared.

7.2.1. Methodology for Load Definition

As the experimental resuits confirm, we would expect that almost any reasonabie scheduler
algorithm will perform acceptably in an environment which produces no overload and/or is
characterized by no deadlines. This is also the case if the process value functions are flat
prior to their critical times, and with critical times which provide an abundance of slack in
which all the processes may be scheduled. Conversely, an environment containing
occasional overloads or containing processes with low slack prior to critical times will stress
any scheduling algorithm, and will clearly point out the differences in scheduling performance

between the various algorithms.

There are a number of attributes which define the actual load to be applied, and we describe -
here the criteria which we use to decide the nature of these loads. The attributes which we

can vary in each load are:

e Processing time required for each process.

o Number of periodic processes in the load.

e Elapsed time from request time to critical time.
o Value function.

e Aperiodic arrival times.
Each of these attributes actually consists of a set of related parameters which together define
the load to be applied during an experiment. In the remainder of this subsection, we describe

the nature of each of these attributes, and the parameters we will use to define it.
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7.2.1.1. Processing Time Required for Each Process

The processing time for each process is normally a stochastic value characterized by its
distribution and the parameters defining that distribution. In an actual real-time sysiem, the
distribution will be defined by the application design, and would most likely differ for each
process, but would probably not be known precisely in advance. Since a knowledge of the
distribution is important to the scheduling decision process, our BE scheduler will assume
that a processing time distribution is known for each process. The importance of knowing
this distribution accurately is demonstrated by the set of experiments described in Section
7.4.2.5. Every possible processing time distribution is defined by its density function and the
parameters controlling that function. In the simulator used for this set of experiments, there
are four possible execution time distributions supported (i.e., Normal, Lognormal,

Exponential, and Bimodal) described in Chapter 6.

7.2.1.2. Number of Periodic Processes in the Load

In a typical set of processes constituting a real-time load, both periodic and aperiodic
processes are present. Periodic processes are those whose request- times occur at regular
intervals, while aperiodic process requests occur based on some external stimulus (e.g.,
operator switch depression or.sensor reading). In our experiments, we can control the
percentage of the processes which are to be periodic. Once defined, the periodic processes
will be requested at their individual periods, while the apericdic processes will show

exponentially distributed arrival times.

7.2.1.3. Elapsed Time from Request Time to Critical Time

The interval from the request of a process to its critical time determines the slack time for
that process (if any), and thus determines the criticality of the scheduling decisions which will
be made. Even an apparently underloaded real-time system will perform poorly if processes
are frequently completed at the vs;rong time, and this value will determine the ease with which

a set of processes can be scheduled to provide a high system value.

7.2.1.4. Value Function

The shape and amplitude of the value function will, of course, be the primary component of
the process attributes which will determine the performance of the BE scheduler for a set of
processes. The implementation of the BE scheduler places no restriction on the value

function (see Chapter 5), but for the purpose of this experimentation we have provided for the
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experimenter to use a pair of very flexible continuous functions, one defining the value prior

to the critical time, and one defining the value tollowing the critical time.

Thus, the value functions to be used for these experiments are not competely general forms,
but rather are limited to a specific form providing for shapes with strong similarity to those
expected in actual real-time systems (see Chapter 4 for a discussion of the relationship
between value functions and scheduling policy). We define the value function in two barts;
the value prior to the critical time and the value alter the critical time, providing for a
discontinuity at the critical time if desired. For each of these two parts, five constants are
used to define the value function relative to the critical time using the expression:

V(=K + K- K’ +KeXs

7.2.1.5. Aperiodic Arrival Times

The frequency of the exponentially distributed acyclic process arrivals are determined by
the user specification of the mean time between arrivals. This value is used for all acyclic

arrivals during the simuiation period.

In addition, our experimentation provides for "spike" loads at regular intervals, during which
the aperiodic load can substantially increase for a brief period of time. This allows us to
simulate significant events in a real-time processing experiment such as emergency interrupt
processing, multiple simultaneous sensor arrivals, etc. In our simulation, we provide for these
spike loads to arrive in addition to the normal load, specifying an additional mean time
between acyclic process arrivals to be imposed during the spike. In setting up the
experiments, we specify the period at which these spikes will arrive and the duration of each

spike.

7.2.2. Description of Each Load Type

For the purpose of this experimentation, we define 16 different process sets which can be
used for any experiment, either homogeneously (i.e., all processes in an experiment are
drawn from the same set) or heterogeneously (i.e., processes in an experiment are drawn
from more than one set). We have defined these sets to represent as many load conditions
found in actual real-time systems as possible with a minimum number of load sets. Of course,
not every real-time system can be represented with a finite number of such sets, but we

believe that the sets we have defined cover an extremely large subset of real-time systems.
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The 16 sets consist of four variations of four basic sets. The four basic sets correspond to a
single load level each with a different value function shape. The four variations on these sets

each use a different process execution time distribution (see Paragraph 7.2.1.1 above). The

16 sets are defined in Figure 7-1,
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Figure 7-1: Sixteen Load Sets for Experimént Loads

The four basic sets use the value functions illustrated in Figure 7-1. The first value function
(used in sets 1 through 4), represents a hard deadline process, in which there is value to the
system for completing it only if it precedes a fixed deadline, such as for certain sensor inputs,
in which the value to be read is no longer present if a tixed time interval is exceeded. The
second value function (used in sets 5 through 8), showing a constant value prior to the critical

time followed by an exponential decay after the deadline, represents a case such as a vehicle
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navigation problem in which a position update must be completed by a given time each cycle
to provide a specified precision, but if late, the resulting error can be minimized by making up
the computation, assuming the next navigation cycle is not overrun. As the next cycle
approaches, the value of running the previous ocne becomes negligibly small. The third value
function {used in sets 9 through 12), is constant prior to the deadline, but drops off
quadratically after the deadline, representing a process similar to the hard deadline above,
but with a softer deadline as long as the process is not excessively late (in this experiment, the
value function drops past zero at about 500 ms. following the critical time). The fourth
function(used in sets 13 through 16), is quadratically rising before, and failing after, the
critical time, representing a process whose completion should be delayed until after some
arbitrary time, such as a satellite orbit insertion burn, in which the desired orbit cannot be
reached prior to a given time or after a later time (in this experiment, these functions pass zero

approximately 500 ms. before and after the critical time).

The overall mean execution time (400 ms.) and its standard deviation (300 ms.) have been
used to provide for a load to be generated which will have a wide variety of short and long
processes. While many of the processes will execute for about 400 milliseconds, the overall
standard deviation ensures that hoth very short (<10 ms., but not less than 1 ms.) and very
long (>1 second) processes will be included in the process list. The overall load means and
standard deviations are used to pr.oduce a set of processes, each of which will have its own
distribution parameters. The requests of each of these processes will then create a stochastic
sequence of processes for each experiment. Thus the means shown are overall mean

execution times for the entire set.

7.3. Tuning the Algorithm for Each Load

In defining the BE scheduling algorithm, we have described four parameters which can
affect the performance of the algorithm in different environments. [n this section, we discuss
the effect of varying each of these parameters, and show the results of a set of simulations in

which these parameters have been changed to verify the performance described.
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7.3.1. Description of Each Tuning Parameter

The four parameters are:

« Qverload probability threshold ¢ -- the overload probability above which low value
density processes must be removed from the processing sequence being
generated.

o Deadline threshold » -- to define the meaning of a "deadline” in this system.

e Minimum value A -- used to determine the earliest time at which a process should
ke allowed to complete.

e Pre-execution Limit T}\ -- in the event a process is started before it could be
expected to complete after A is reached, the amount of processing time which
must remain to be completed after its value has reached A.

7.3.1.1. Overload Probability Threshold

The BE scheduler defined here depends for its per_formance on its ability to accurately
detect the existence of an overload. As described in Chapter 5, this is done by computing the
probability that the addition of a process to the list of executable processes will result in a
negative slack time. When this probability exceeds 8, the overload probability threshold, the
system is declared to be in an overioad condition, and one or more processes (based on their
value density) are removed until either one process is left, or the overload condition is

removed.

7.3.1.2. Deadline Threshold

The BE scheduling decision procedure starts with the construction of a deadline schedule
(i.e., a sequence of processes with the earliest deadlines first). This construction requires
that the deadline for each process, if present, be defined. In our BE algorithm, we define the
deadline as being the latest time at which the process can be completed to produce a

specified deadline threshold percentage v of its maximum value.

7.3.1.3. Minimum Value

If a process has a rising value function (i.e., contains processes drawn from sets 13-16 in
figure 7-1), the algorithm must determine how long the process completion should be delayed
to achieve a high value for its completion. The computation, as described in Chapter 5,
considers both the likelihood of an incoming competing process being of higher value and the

probability that the system is overloaded to determine how early to schedule such a process,
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but it will always attempt to schedule it with at least the percentage of the process’ maximum

value specilied by the minimum value, A.

7.3.1.4. Pre-execution Limit

As this algorithm was developed, it became clear that to make a best effort to achieve a high
value for a process with a rising value, it would be highly profitable to "pre-execute" a
process (i.e., even if a process should not complete until far in the future, its processing could
start early), to be halted at an appropriate time preventing its completion until it is likely to be
completed with a high value. In an actual system, this value wouid probably be specified
individually for each process by its designer based on an understanding of its function and its
probable minimum processing time. For the purpose of our experimentation, however, we
define the portion of a process’ execution time to be left as a multiplier T)\ of the process’
standard deviation, thus defining a pre-execution limit. Thus, a smaller pre-execution limit
implies a higher probability that a process might be completed when it is "pre-executed”

rather than at a later time of high value.

7.3.2. Tests Run to Evaluate Each Parameter

To determine the sensitivity of the scheduling algorithm to the values of each of these
parameters, a set of simulations has been executed against a heavy load, measuring the total
value generated as a proportion of the computed upper bound for that value in eaéh run. The
simulated environment for all of these runs consisted of a single processor running for 40
seconds of simulated real-time, executing a set of between 20 and 40 processes with normally
distributed execution times. All processes for these runs were drawn from an identical set of
processes with about 10% periodic, and 90% aperiodic, with the aperiodic processes
exhibiting an exponentially distributed 10 second mean arrival period. The value functions for
these runs were evenly mixed from the four types described in Figure 7-1 for the runs
evaluating § and », since these parameters are not dependent on any particular type of value
function, while the value functions for evaluating A and Tx uniformly contained quadratically
rising values and quadratically decreasing decay values, since these parameters have effect

only for processes with rising value functions.
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7.3.2.1. Overload Probability Threshold

A number of runs were made varying the overload probability threshold ¢ from 0 to 0.9, (i.e.,
any overload probability higher than 0 or 0.9 wouid result in dropping one or more processes
from the run queue prior to scheduling). The value of 0 is, of course, extremely low, and
means that any measurable overload, regardless of how slight, would result in dropping
processes of low value density, thus rendering the schedule quite similar to a simple value
density schedule (see Chapter 5). On the othér hand, the value of 0.9 means that an overload
must be quite pronounced before processes will be dropped, which will increase the
likelihood that proi:esses unlikely to be completed will be scheduled to run. The resulting

schedule for this case is similar to a simple deadline schedule.

We would not expect that the BE scheduler would demonstrate a very high sensitivity to this
parameter, since we observe that the overload probability computation most frequently
produces values of either 0 or 1, except when the load and processing resources are quite
closely matched. Based on the results described in Section 7.4 with our simple value density
(VD) scheduler vs. the deadline (D) scheduler, we would expect that a low value of 8 will
produce somewhat better total values. Indeed, the runs we have made show exactly this
effect {see Figure 7-2). The results illustrated in this figure show this for runs with loads of 20,
28, and 40 processes (producing average processor loads of 129%, 178%, and 243%

respectively).
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Figure 7-2: Overload Probability Threshold Evaluation Results
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From Figure 7-2, we observe that the entire range of value variation from one extreme to the
other is within about 7% of the value upper bound for all loads tested, confirming our
expectation that the algorithm is not extremely sensitive to this parameter. Further, we note
that the value drops off toward the high values of 8, thus we conclude that this parameter
should be set at a fairly low value ( < 0.5) for the remainder of these experiments. We
therefore have run the remaining experiments with § = 0.2, meaning that processes will not

be removed due to overload until the averload probability is higher than 20%.

7.3.2.2. Deadline Threshold

The set of runs made to evaluate the deadline threshold » were sirﬁilar to those made for the
overload probability threshold, varying » over the range 0.1 through 0.98, thus defining a
deadline as the latest time at which a process can be terminated with 10% of its peak value
through 98% of peak value. This value is principally used by the BE scheduler to determine
the initial deadline schedule from which processes will be removed in event of overload. The
effect of lowering this value will depend on the shape of the value function. Clearly, for a step
function, this value will have no effect as long as it stays above the lower value of the step.
For the exponential decay, it will have a significant effect only when it is quite low. For the
quadratic decay, however, a lower value of this parameter will prolong the interval in which
the process can be scheduled, thus slightly increasing the likelihood that such processes will
finish late. Since our runs used a uniform mixture of these types of value functions, it would
not be expected that varying this parameter will have a large effect, and this was confirmed in

the results shown in Figure 7-3.

As with Figure 7-2, three sets of runs were made with loads of 20, 28, and 40 processes, and
the fraction of each run’s upper bound value achieved was plotted against the deadline
threshold. It will be noted that for all three load levels, the general effect is the same;
increasing the threshold increases the resulting total value achieved until a threshold of
between 92% and 98% is used. This means that for the type of value functions used in our
experiments, in which the highest value possible for the process occurs at the critical time,

the deadline definition will be nearly the same as the critical time.

it is also important to note that the effect of changing this value is small as long as it remains
above about 50%; the resulting change in value is never larger than about 3% of the upper.
bound value throughout this interval. As a result, we will set the value of the deadline

threshold to 80% of the peak value for the experiments described following this section.



o
@
o
o
o
o

e

20 processes

o
\‘
3
o
3
4

[¢}]

=} 7 .

© n N

> ] N

° -7 »

C - -

3 ] N

ﬂ: 0.7 .; 28 processes :_ 0.7

[103 -1 -

g . s

D 0.65 - 40 processes | 069

o] n -

S 06 o L 0.6

© ] u

@ ] .

w 0'55 T 1 1 ] 13 ] L 1 I l T ¥ T i T I 1 I i 0‘55
0 0.5 1

Deadline Threshold

Figure 7-3: Deadline Threshold Evaluation Results

7.3.2.3. Minimum Value

The experimentation to determine A, the minimum value acceptable for processes with
rising value functions has been carried out using the same set of processes as those used for
the other parameters except that all value functions have a quadratically rising value prior to
their critical times. Even using these value functions, we do not expect this value to be critical
to the overall performance of the algorithm, since it will significantly influence only the
scheduling of low value processes in the presencé of significant overloads. We have
therefore defined two sets of loads with which to make this evaluation; one set was run with
20 processes and the other with 40. The results, plotting the fraction of the upper bound

value achieved against A, are shown in Figure 7-4.

As expected, this value shows no great effect; the overall excursion is no greater than 1% of
the upper bound value. In fact, the effect of changing this parameter is so small that it is
completely insignificant; in our experimentation following this section, we arbitrarily set A to

20% of the maximum value of the process.
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7.3.2.4. Pre-execution Limit

Unlike the other parameters evaluated in this section, the pre-execution limit T}\ represents
a significant user policy decision, in that it determines the acceptable level of risk that a
process will be completed prior to its correct time intervai. In a real system, there would
probably be processes for which this risk is relatively unimportant, and others which are more
critical, so this policy decision would be specified individually for each process in terms of the
process’ time constraints. However, in this experimentation we have defined this value as a
function of the variance observed for each process so that its effect on the overall value

achievabie for a given set of processes could be measured.

In these runs, we use two load levels, 20 and 40 processes respectively, varying T)‘ from 1.0
through 4.0 times the assumed execution time standard deviation, thus allowing the algorithm
to pre-execute a process for only its mean execution time minus T)\o before interrupting it to
wait for its proper execution interval to resume. The value functions used in this set of runs
are all quadratically rising in value prior to the critical time. The results of these runs, plotted
as a fraction of the upper bound value achieved vs. the pre-execution limit TA are shown in

Figure 7-5.

We note from Figure 7-5 that T}\ has a much more pronounced effectin a lighter load than in

the presence of a heavy load. This effect is the result of the fact that a process will be
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Figure 7-5: Pre-execution Limit Evaluation Results

pre-executed only if time is available, which occurs less frequently in the presence of a heavy
load. For either the heavy or light load, the resulting total value seems to be best when TA is
set to between 1.5¢ and 2.0g, which represents a compromise between never pre-executing a
process and allowing it to inadvertently complete prematurely. Thus, we set ’I‘}\ to 2.0 in the

remainder of our experimentation.

7.4. Results of Evaluation Against Selected Loads

One of the primary motivations for this research is to produce a real-time scheduler which
will produce a consistently high value from scheduling a set of processes with time
constraints, especially in the presence of transient or persistent overloads. There are a
number of existing scheduling algorithms which are currently used or have been proposed to
be used in real-time systems, and it is important to compare the performance of our BE
scheduler with their performance. Because of the complex environment in which such
systems operate, the most effective method of comparing them is by the use of the system
simulator described in Chapter 6. There are a number of critical situations which a scheduler
must handle to produce a consistent gverall value, and it is the goal of this set of experiments

to subject these schedulers to these situations, comparing their resulting total value.

The scheduling algorithms to be tested and the reasons for their inclusion are:

e BE -- Our best-effort scheduler described in Chapter 5.
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e VD -- A pure value density scheduler, which always schedules the process with
the highest value density. This scheduler has been included to illustrate the
significance of value density to the scheduling decision.

e SPT -- The shortest processing time scheduler which schedules the process with
the shortest expected execution time. This scheduler is included because, if
deterministic execution time were used, it is provably optimal against several
performance measures in a single processor (e.g., Minimum mean flow time, and
minimum mean lateness [Baker 74]). {n this application, it uses the expected
remaining execution time each time the algorithm is invoked (when any process is
requested or terminates). The SPT algorithm is widely used in such applications
as job shop scheduling, but has not been used in real-time scheduling.

e FV .- A fixed priority scheduler which schedules the process in the run queue with
the highest priority. The priorities for this scheduler are selected at the
initialization of the simulation when the processes are defined, and are based on
the maximum value attainable by that process. Once the processes are defined,
the priority remains fixed for that process thereafter. The maximum value
represents an estimate of the "importance” of the process, which is then used to
schedule it. This is, in the author's experience, the most frequently used
scheduler in actual real-time systems.

e FD -- The fixed priority scheduler, which schedules the process in the run queue
with the highest priority. The priorities for this scheduler are selected at the
initialization of the simulation when the processes are defined, and are based on
the tightness of the time interval between the process’ request time and its critical
time, with smaller intervals having higher priority. Once the processes are
defined, the priority remains fixed for that process thereafter. Although: fixed
priority schedulers are widely used in real-time systems, the priorities are seldom
chosen by the tightness of their deadlines, but rather by their presumed
"importance"”. When a system is under test, however, it is not uncommon to find
that such a system exhibits difficulty meeting its time constraints, and these time
constraints are then frequently used to adjust the fixed priorities in the hope that
the problems will be corrected.

e D -- The deadline scheduler which always schedules the process with the earliest
deadline. The deadline scheduler is included due to its known ability to meet all
deadlines in a non-overloaded single processor, although it is not generally used
in real-time schedulers.

e SL -- The slack time scheduler which schedules the process with the smallest
slack time (or laxity). in our simulations, the slack time is defined as the time to
deadline minus the expected execution time. Similarly with D, this algorithm is
optimal in its ability to meet deadlines in non-overloaded single processors with
deterministic execution times, but has other undesirable side effects. As a variant
of the D scheduler, it is included for comparison with the other algorithms.

e R -- The random scheduler which assigns a random priority to each process when
it is requested. The scheduler executes the process in the run queue with the
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highest priority. Thus, each time a process is requested it will have a different
priority. This scheduler is included to provide a measure of the effect of removing
ali knowledge the process set from the scheduling decision. While this algorithm,
of course, is not used in existing real-time systems, it is effectively the scheduling
algorithm used in certain bus contention protocols, such as the Ethernet,

® FIFO -- The first-in-first-out scheduler which schedules the process which entered
the run queue earliest. While there are no scheduling performance measures for
which this algorithm performs optimally, it is used to promote "fairness" in
scheduling message handling in many real-time systems.

In the experiments described here, all of these algorithms are used to schedule a set of
real-time processes under varying load conditions, applying execution time distribution
knowledge of varying accuracy, and with varying numbers of processors, evaluating them

with respect to the total value achieved over the simulation interval.

Before the simulations could be started, however, we performed a small set of experiments
to determine the length of the simulation period to 'be used. The simulation must extend long
enough to provide confidence in the resulting value, but must be short enough to complete
the set of simulations in a reasonable time. We note that the value achieved in the very early
portions of the simulation are non-representative of the algorithm performance, since it takes
up to one or two seconds fqr enough processes to be requested to represent a "normal" load.
Similarly, the value achieved at the end may not be fully representative, since the requests
stop at a predetermined time, but the simulation continues until the queue is empty (either by
process completion or abortion). In an effort to determine a sufficient simulation length, a sét
of identical runs were made of different lengths, varying from an elapsed time of 5 seconds to
60 seconds in 5 second increments. Figure 7-6 shows the results of these runs, using 40
processes and 20 processes in two series, plotting the fraction of the upper bound value

achieved against the run time in seconds.

From these runs, we decided to somewhat arbitrarily pick a simulation time of 30 seconds,
providing for enough process requests to overshadow the early and late value accumulation
discrepancies, hoting that the experiments indicate that there is no apparent systematic
discrepancy due to the use of a short or long run time in the range covered. The few percent
variation visible in Figure 7-6 are apparently due primarily to the normal variation of the

average load.
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7.4.1. Load Variation Tests

The first set of evaluation simulations was designed to compare the performance of a real-
time system under varying load conditions using our time-driven scheduier and the other
scheduling algorithms previously described. These results illustrate the fundamental resutlt
which constituted our principal scheduling objective; we expected to produce a real-time
scheduling algorithm which could perform eftfectively and consistently in the presence of
either normal loads or overloads. Wé require that this consistency be evident, not only under
wide variations of process load, but also in the presence of an arbitrary set of value functions

describing varying time constraints for the processes involved.

In these experiments, we first make a straightforward set of executions using a set of from 4
to 40 processes, representing loads ranging from about 15% to about 245%, drawing all the
processes from the set identified /oadin (set 1 in Figure 7-1). We used only a single
processor, and repeated each of the runs 10 times, each time with a different request set, but
with each request set processed identically by all the algorithms tested, averaging the results
over the 10 runs. ltis important to understand that the load averages given are averaged over
the entire run; even the lowest load level contains a few periods of transient overload within its

execution interval.

We repeated this entire set of runs four more times, drawing all processes from load2n,
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load3n, load4n {(see Figure 7-1), and from a uniform mixture of all four of these sets,
respectively. For all five of these experiments, we plotted the fraction of the upper bound
value produced by each simulation against the average percent load, and we present this

information in Figures 7-7, 7-8, 7-9, 7-10, and 7-11, respectively.

Each curve plotted in these figures consists of a line connecting points representing the
mean load factor and mean value fraction for the set of 10 runs made with a particular
process load. Actually, of course, each of these points should have been plotted as a small
ellipse, representing the uncertainty of the mean of these samples. As a part of the
information produced by the simulator during these experiments is the 2aconfidence intervals
for each of these points; we elected not to show them on the figures due to the excessive
complexity that would result. The confidence ellipses were quite constant, however, with a
width of about 8%-9% of process load, and a height of about 5% of the totai value. These
intervals are sufficiently small that the trends observable on the figures are not adversely
affected, although exact conclusions about the relative placement of points which are very
close together should not be drawn from the graphs. For example, on Figure 7-7, the
relationship of the BE and VD algorithms at a load of about 170% cannot be determined from
the graph; the mean load was measured as 225% with a 2¢ confidence interval of 7.7+, the
BE value fraction was measured as .713 with a 2o confidence interval of £.032, and the VD
value fraction was measured as .720 with a 20 confidence interval of £.029. These confidence
intervals confirm the apparent consistency of total value achievable by the use of value

functions for real-time scheduling.

The first three sets of runs, shown in Figures 7-7, 7-8, and 7;9, show considerable similarity
in overall shape, indicating that all of the schedulers performed similarly on the different value
functions represented (we note that each of these value functions has a constant value prior
to its critical times, and differ only in the nature of their value loss after the critical time). Each
scheduler shows that its performance is consistently good with these three value functions at
low load (15%), as expected, since the scheduling decisions are usually trivial at these loads.
Not surprisingly, the random scheduler (R) consistently performs among the poorest in each
of these runs, due to its use of no process or system knowledge in its decision making, but at

such low load levels, even random scheduling performance is acceptable.

As the load increases, however; and notably well before 100% average load is reached, the

schedulers diverge widely in performance, with the worst performance (usually FIFO, SL, or
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R) differing from the best by over 20% of the upper bound value by the time the system is
100% loaded. As the load increases to almost 250% average load, the divergence increases
to 60 -70% of the upper bound value, with the FIFO and slack time (SL) consistently showing
the poorest total vaiue. As discussed later in this chapter, a low value signifies that when a
scheduling decision must be made, the wrong process is selected for execution, preventing
processes with high importance from being completed within their time constraints. Thus, the
schedulers at the low end of this spread would violate the fundamental design goal of a
real-time system in that the processor will frequently be assigned to low-importance
processes rather than high-importance processes when contention exists. This represents
one of the fundamental reasons for the unpredictability of most existing real-time systems in

the event of overload.

The best performing schedulers in these runs is consistently our best-effort time-driven
scheduler (BE) and the pure value density scheduler (VD). These schedulers take both the
value function and the expected execution time. into account, although VD ignores rising
values (not present in Figures 7-7, 7-8, and 7-9) and processes the most "value-effective”
processes first, possibly aborting lower importance processes which could have been
completed. This effect becomes less important as the load increases, since it becomes less
likely that such low importance processes could have completed anyway, accounting for its
near parity in these runs with the BE scheduler at high load levels. On the other hand, the BE
scheduler, attempting to process low importance processes if it believes that both high and
low importance processes can be completed, occasioﬁally finds that it must abort a brocess
when a very important process unexpectedly arrives. This effect, also, is less important at

high load levels, but generally results in an advantage for BE at low to medium load levels.

We note the perhaps surprising results of the shortest processing time (SPT) scheduler,
since it is not usually considered an effective real-time scheduling algorithm. This is less
surprising when one observes that SPT is provably.optimal in mini'mizing mean lateness (ina
single processor with known execution times) [Baker 74], and does not share with the
deadiine (D) and slack time (SL) schedulers their propensity for favoring processes which
have no hope of meeting their deadlines over processes which can still meet their deadlines in

an overload.

The two fixed priority schedulers, (FD) and (FV), representing scheduling algorithms which

are frequently used in actual real-time systems performed acceptably at low load levels, but
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dropped significantly at higher load levels. The FV scheduler, particularly, performed poorly,
even though it correctly takes process importance into account. This result will, no doubt,
prove surprising among many practitioners in real-time operating systems design, among
whom this author is included, who have implicitly assumed that the maost important processes

should usually receive the highest priority in real-time systems.

Research on the use of the deadline scheduler (D) has predicted that it should perfarm well
on underloaded systems, and this seems to be confirmed in this experimentation, but its
inconsistency as described above rules it out in an overload situation, as it drops to the

performance of the random (R) scheduier or below at high overload conditions.

Figure 7-10 shows quite a different side of the schedulers’ performance. Here, all value
functions are rising quadratically prior to the critical times, and dropping quadratically
following them, showing the effects of ignoring knowledge of early time constrainis on
scheduling performance. Here, the BE algorithm alone’ shows a highly consistent value
performance; the other algorithms perform poorly at low load levels, improving somewhat at
higher loads since the processes will naturally be executed later, on average, at high load
levels. In existing real-time systems, such time constraints are typically not handled at all by
the operating system, but are handled by the application with the attendant weakness that the-
system state is not considered in the scheduling decision process. This is one of the
significant strengths of the BE> éfgorithm; it performs consistently over every vaiue function
and load tested. It is interesting that in this case the performance of FV and R decrease
significantly relative to the other algorithms.

Figure 7-11 completes this picture by illustrating the effect of combining these value
functions in a single process load. This load is much moare realistic, and the consistently high
value achieved by the BE algorithm in these runs is exactly the result for which we were
striving. .

7.4.2. Effect of Run-Time Knowledge

Knowledge of the execution time of each process is used in scheduling decisions by the BE,
VD, SPT, and SL algorithms; an important question which we need to investigate is their
sensitivity to this knowledge. In particular, we describe here four sets of experiments
designed to show this sensitivity. These experiments are intended to demonstrate the effects
of changing:
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1. Execution time variance.

2. Execution time means.

3. Tight vs. loose time constraints.

4. Execution time distribution (in which the scheduler knows the distribution).

5. Execution time distribution (in which the scheduter does not know the
distribution).

7.4.2.1. Execution Time Variance

For this set of experiments, a load consisting of 24 processes drawn equally from load1n,
load2n, load3n, and load4n as defined in Figure 7-1 was generated, but the standard deviation
of the execution time was varied in the range of 5% to 100% of the mean execution time for
each process. The execution times were normally distributed for these experiments. Each
such load was executed 10 times with independently drawn request times, and each such
request time sequence was identically processed by all nine of the scheduling algorithms

defined above.

The purpose of these tests was to see the effect of variations in the accuracy of the
execution time knowledge on the quality of the resulting scheduling decisions. Our
expectation would be that the scheduler should be able to make significantly better decisions
in the presence of more predictable execution times, and that this effect would be most
pronounced for those schedulers which explicitly utilize the execution time for decision
making. A graph of the results of these experiments is shown in Figure 7-12, in which the
fraction of upper bound value generated is plotted against the execution time standard

deviation expressed as a fraction of the mean run time for each process.

As expected, we observe an almost linear decrease in value as the standard deviation
increases. We note that this effect is more pronounced for some schedulers than others; the
drop for BE seems to be less than that for VD and SPT, for example, while the drop is
significantly less pronounced for D, SL, and FIFO. Expecting that the presence of processes
with rising value functions might be affecting these results, we reran the experiments using
only the step value functions defined in load1n from Figure 7-1, to isolate the effect of
including processes with rising value functions. We expected that including load4n value
functions would have a significant effect because the reduced certainty of the run-time would

make it more difficult to predict the termination time of the process, making it more likely that
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the relatively narrow peak value could not be achieved. These runs are shown in Figure 7-13,

with the same scales used in Figure 7-12.

As shown in previous experiments, we find that exclusion of rising value functions causes
the BE and VD schedulers to perform quite similarly, but we also note that the schedulers
which do not use the expected execution time explicitly in their decision making (i.e., FD, FV,
R, D, FIFO) show little effect due to the change of execution time standard deviation. From
this comparison, we can see that the presence of processes with rising value functions has
apparently caused the sensitivity to uncertainty in execution time shown by most of the

schedulers in Figure 7-12 to be increased.

Indeed, the slack time (SL) scheduler shows an improvement in performance as the
uncertainty increases; investigation into its decisions indicates that this was caused by
significantly reduced preemptions. The SL scheduler performance typically. suffers with
respect to the deadline (D) scheduler because it tends to preempt running processes with
waiting processes too frequently. This occurs because the slack time for a process
decreases when it is not executing, but not when it is executing, and SL schedules the
process with the smallest slack time. This effect decreases with increasing execution time
uncertainty since the computation of expected remaining execution time (See Chapter 6) will
produce a smaller change for a running process when the distribution has a farger standard

deviation.

7.4.2.2.Execution Time Means

Given that we understand the sensitivity of the BE scheduler to the execution time variance,
we would like to determine its sensitivity to our knowledge of the execution time itself. In the
preceding simulations, the BE scheduler knew the actual mean execution time for the
population from which the process execution times were drawn, allowing the scheduler to
make well-founded decisions. In this section, we report a set of experiments in which the BE

scheduler uses a biased knowledge of the execution time means to make the same decisions.

This set of experiments used the same five loads which were used in the load tests
described in Section 7.4.1, consisting of the four loads described in Figure 7-1 and a uniform
mixture of these four loads. In each case, 24 processes were used, resulting in an average
load of about 160%. These executions were repeated with the assumed mean execution time

for each process set to a multiple of the actual mean execution time {(i.e., a multiple of 0.5
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indicates that the assumed mean execution time is half that of the actual execution time for
each process). As before, each set of processes was re-executed 10 times with different sets
of requests used for each run, and the results were averaged, with the average total value
returned by the scheduler plotted vs. the assumed mean execution time multiple in Figure
7-14,

We expect, of course, that the use of incorrect execution time means will degrade the
performance of the scheduler, and this is indeed shown in Figure 7-14. Specifically, however,
the sensitivity is dependent on the type of value functions present in the load. For loads with
constant values prior to the critical times, we note that the knowledge of the mean for this load
level is not particularly critical, as long as the assumed mean is at least as large as the actual
mean. Thus, for loads with no rising value functions, we might conclude that it is not
necessary to measure the mean execution time accurately to make good scheduling
decisions. However, an investigation of the mechanism producing this effect shows that the
use of progressively larger assumed mean execution times is causing the scheduler to
increasingly detect an overflow condition, forcing it to remove load, and therefore produce a
schedule which will be dominated by value density. As shown in our previous results,
scheduling by the value density (exemplified by the VD algorithm) will generally produce a
high total value for processes with these value functions, but, as discussed in Section 7.4.3,

we will frequently unnecessarily drop processes whose time constraints could have been met.

In the case of loads containing processes with rising value functions, it is not surprising to
see that the total value achievable is closely related to the knowledge of execution time
means. In the load types used for this set of executions, the total value drops to about 65% of
its peak level before leveling off due to the progressively frequent removal of load having
removed all competing load, ensuring completion of the high value density processes. The
width of the peak and the amount of the drop-off seems to be related to the shape of the value

functions.

7.4.2.3. Tight vs. Loose Time Constraints |

Clearly, a key performance indicator for a real-time system is its ability to meet timing
constraints imposed by the application. In this subsection, we report on the execution of a set
of experiments in which we test the ability of the BE scheduler, and the others with which we
are comparing it, to meet varying time constraints. In this set of tests, we again use a load of

24 processes drawn from a uniform mixture of the four value functions described in Figure 7-1



Total Value

450

250

200

104

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
14 1 ] l 1L 1 ! l I . I J I . l 1111 I i 1 1 | ' | S | ] | D . | l L4 1 | | ] 1t 450

] c [
- 5 —400

] a [

- z 350
] Load Types: L
] a-loadin 300

] b - load2n "

i ¢ - load3n B

B -d - load4n B

] Z - mixed load -
- 250
] d K

| L L L l L I 1 U1 l T 1T 1 1 l LOLLEL I L OLALAN l TP T [ LR LS 17] | L l T T 11 [ 200
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Assumed Execution Time Multiple

Figure 7-14: Scheduling Algorithm Evaluation with Varying Execution Time Mean
Knowledge



105

(load1n, load2n, load3n, load4n), and vary the time constraints from one to the next. The time
constraints are expressed as a percentage of the process mean execution time; a typical
constraint specification consists of two numbers (e.g., 250 and 50). This specification
controis the time interval from the request time to the critical time, so this example would
mean that this interval would he drawn from a normally distributed set with a mean of 250% of
the mean execution time, and a standard deviation of 50% of the mean execution time. For
example, if a process has been created with a mean execution time of 100 ms., its request-
critical time interval would be chosen randomly from a distribution with a mean of 250 ms.,
and a standard deviation of 50 ms. This value is determined once for each process during
simulator initialization and remains fixed throughout the remainder of the execution for that

process.

It is evident from this description that it could be possible for the request-critical time
interval could be smaller than the mean execution time. In this event, it is quite likely the case
that the process could never be schedulable to complete during this interval. Depending on
the value function, this could mean that the process should always be aborted. It is important
to remember, however, that the actual execution time for a given request could be more or
less than the mean, so such a process might sometimes be schedulable, but not at other

times.

In these experiments, we vary the constraint specification from 1.0 (i.e., 100%) to 5.0 (i.e.,
500%), and present the results in Figure 7-15 as a graph of the fraction of the value upper
bound versus the constraint specification. The standard deviation of the set from which the
actual request-critical time interval is determined is 50% of the mean execution time in all

cases.

Again in this graph, we note the consistency demonstrated by the BE scheduler under
varying conditions of time constraints. We expéct, of course, that the BE scheduler value
should increase as the time constraints are loosened (i.e., to the right of the graph), but the
BE scheduler demonstrates this without also showing a great sensitivity to this factor. In fact,
close investigation of the actual runs involved show that it would have demonstrated much
less sensitivity to this parameter (i.e., would have been considerably higher on the left) if it
weren't for the large number of processes which were unschedulable due to their time

constraints.

The interesting observation from Figure 7-15 is the poor performance of all the other
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schedulers (except the VD scheduler), at extremely loose time constraints. Upon closer
observation, we can see that this is due to the presence of 6 processes with rising value
functions, for which a high value can be achieved only by completing them near to their peak
values at their critical times. This conclusion is confirmed by the small peak in their values
between about 1.5 and 2.0, apparently due to the fact that the lateness due to the process
foad is causing the processes to frequently complete at about their critical times. This
conclusion is also supported by Figure 7-16 in which the same processes were executed but
with all processes drawn from the loadin set from Figure 7-1. Here, we see the expected

approximately monotonically increasing curves as the time constraints loosen.

7.4.2.4. Known Execution Time Distribution

Having investigated the performance of the various scheduling algorithms in the presence
of varying execution time knowledge (i.e., various execution time standard deviations), we
turn to another aspect of the same problem. In this set of experiments, we vary only the
execution time distribution, ensuring that the BE algorithm knows the distribution (for a
discussion of the case in which the assumed distribution is not the same as the actual
execution time distribution, see Section 7.4.2.5). Our simulator handles four execution time
distributions (discussed in detail in Section 6.3):

@ Normal
e Lognormal
e Exponential’

e Bimodal

For each of these distributions, we ran two sets of simulations, one with a uniform
combination of the four value functions described in Figure 7-1, and the other with only the
step value functions, both sets cor;taining 24 processes. The average load for all these runs

is similar, and represents about a 175% average load.

The results of these two sets of runs showing the differences in execution performance
under different execution time distributions are in Figures 7-17 and 7-18, each plotting the
fraction of the upper bound value achieved for each of the four distributions, and for each of
the schedulers. The principal effect shown by these runs is that all of the schedulers are
sensitive to the execution time knowledge to some degree. We note that changing between

the normal and lognormal distributions produces nearly identical performance for all the
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algorithms, but changing to an exponential or bimodal distribution produces a larger variation
in performance. There is evidence that this demonstrated change in performance for the
exponential distribution is because its execution time variance is significantly different from
that used by the normal and lognormal distributions. The variance for the exponential
distribution with mean 1 is #, which is somewhat larger than the settings used by the normal
and lognormal distributions, resulting in a somewhat lower total value. For the BE and VD
schedulers, particularly, the inability of the scheduler to estimate the remaining execution
time for a process under execution (due to the "memoryless" property of the exponential
distribution" degrades its ability to make the scheduiing decisions, although both of these

schedulers still significantly outperform the other schedulers.

For the bimodal distribution, the variance also differs from that of the other distributions, but
unlike the exponential distribution, the BE scheduler is able to make reasonable decreasing
estimates of the remaining execution time as execution progresses, so the performance of the
BE scheduler is still about the same as for the normal and lognormal distributions. As shown
in Figure 7-17, the VD scheduler suffers for its inability to handle rising value functions with
the bimodal distribution. The 'variance for the bimodal distribution is affected by the

interaction between the two normal distributions from which it is generated.

In any case, the change in performance of the BE scheduler with respect to the choice of
distribution other than for the exponential distribution, is small, indiéating that the BE
scheduler is able to effectively make scheduling decisions using whichever distribution is
present. Thus, we conclude that the choice of distribution is less important than the quality of

the execution time knowledge, as long as the distribution is knbwn to the scheduler.

7.4.2.5. Unknown Execution Time Distribution

In the cases in which the actual execution time distribution differs from the distribution
assumed by the scheduler, we would generally expect that the quality of the scheduling
decisions for schedulers explicitly using execution fime knowledge would suffer significantly.
To investigate this aspect of the performance of the schedulers, we have executed a set of
simulations in which each of the four distributions supported by the simulator are assumed by
the scheduler {and by the expected remaining computation time computation), while the

actual execution time distribution was different, using all of the other three distributions.

In these runs, we assume that the mean and variance of the execution time is known
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accurately; relating this assumption to an actual system, such a condition implies that the
operating system has measured the mean execution time and variance over a long series of
executions of each process. We assume, however, that the scheduler is not aware of the
actual distribution of these times, and will thus make some incorrect scheduling decisions.
Figure 7-19 contains four plots of such runs, each of the four assuming a different
distribution, but actually using each of the distributions and a mixture of value functions;
Figure 7-20 contains a similar set of runs, using only step value functions. Each plot is shown
in the form of a histogram showing the fraction of the upper bound value achieved by the
algorithm when the execution times are drawn first from its assumed distribution, then from

each of the other three distributions.

Five of the algorithms tested do not use the execution time in their decisions (i.e., FD, FV, R,
D, and FIFQ), and therefore do not show any variation in the correctness of the execution time
distribution assumption, so they were omitted from these figures. The remaining schedulers
(i.e.,, BE, VD, SPT, and SL), as expected from the similarity in the shape of their density
functions, show that the assumption of a lognormal distribution when the actuai distribution is

normal, or the reverse, has little effect onthe scheduling performance.

From the point of view of decreased scheduling performance, it is clear that the most drastic
change in performance is due to having an actual bimodal execution time distribution when
the normal or bimodal distributions is assumed. This is not unexpected, since thé probability
density function is so different for this distribution, and for any process, there exists a
significant probability that more execution time remains when the assumed distribution
indicates that the process should have completed. This effect holds fegardless of the use of

mixed or step value functions.

The presence of exponentially distributed execution times when normal or bimodal
distributions are assumed similarly presents a problem for the scheduling performance, but
not to the same extent, since the density curve numerically favors a large number of execution
times shorter than the mean (whose scheduling times will be met), but with a few
extraordinarily long times, which will merely be aborted prior to their completion. As with the
known distribution cases, the performance degradation resuits from the inability of the

scheduler to predict the execution time of a partially completed process.

In applying these results to the design of an actual scheduler, it is clear that the better the
scheduler's ability to predict the execution time, the better the predictability of its

performance will be.
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7.4.3. Individual Process Scheduling Evaluation

The preceding sections have concentrated on the performance of the BE scheduler with
respect to statistical measures over many executions with large numbers of processes. it is
also interesting to observe the actual performance of this scheduler from the point of view of

the individual processes being scheduled.

In an overloaded real-time system, we would expect a time-driven scheduler such as the BE
scheduler to consistently favor the execution of important processes over processes of lesser
importance. The definition of importance, in this context, involves the amplitude of the value
functions for each process. We have therefqre graphically illustrated this value for each of

the processes in one of the simulations described above.

in this case, the BE scheduler is scheduling a set of 36 processes drawn uniformly from the
load1n set described in Figure 7-1, resulting in an average load of about 225%. For each of
these 36 processes, we have produced a small graph which we have grouped together in
Figures 7-21, 7-22, and 7-23. The vertical axis of each of these graphs is scaled the same,
and represents the amplitude of'the entire set of value functions, with the highest at the top,
and a value of 0 on the bottom. The horizontal axis (the time axis) is scaled individually for
each process, with the left edge representing the request time, and the vertical line within
each graph representing the request time. In each graph, a horizontal line is drawn for each
actual execution of the process, using a broken line if it was preempted, showing when in the
request-critical time interval its execution took place. Requests resulting in a process
abortion are represented by a small x to the right of the execution line, but if the process was
never started for that request, the x is alone. Thus, the number of x’s on the graph indicates
the number of aborted requests for that process. Also plotted on the graph is th_e value
function itself, showing its importance as the amplitude of the value function, and the time
constraint as its shape. In addition, we have annotated each graph with its process ID
number, its mean execution time (m), and the time from its request to its critical time(d). For

processes whose value functions never rose above 0, the graph is blank.

This execution is a heavily overloaded case, so we expect to find that many processes were
aborted, which is certainly confirmed by these figures. For example, Process 2, with a
relatively low value, was never even started, but was aborted every time it was requested.
Even such relatively high value processes as 4 and 12 were occasionally not completed due

to the incidence of higher value processes using the available resources. It should be noted
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Figure 7-21: Individual Process Scheduling Performance (Part 1),
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that these graphs include processes such as 6 whose value function never became positive,
so it was never executed. Such a situation might correspond to a large real-time system with
certain low-value processes which should not be using system resources during certain

system modes.

The most important effect which can be seen in these figures is the overall consistency with
which the higher valued processes were completed within their time constraints in spite of the
extreme overload condition. The processes which were aborted were almost always the ones
with low value, keeping the overall value to the system at a uniformly high level. In this
simulation, ali the maximum values range from a low of -2.7 for process 9 to a high of 12.7 for
process 12. This range is normally distributed with 2 mean of 5.0; in many systems it would be
expected that certain critical processes would have maximum values perhaps several orders
of magnitude above the rest, ensuring that a scheduler such as our BE scheduler would

always meet their time constraints.

7.4.4. Decision Cost Evaluation

Since the BE scheduler is intehded foruse in a réal-time system, it is important to have an
understanding of its expected execution cost. We have noted before that its worst case
computaticnal complexity-is G(n?) (see Section 5.4.8), but this is not completely descriptive of
its expected performance in an actual system, since an operational version of the BE
scheduler can be designed to bound the size of the run queue (1), and the expected number
of times that a process must be removed due to a detected overload (the portion of the

algorithm which gives rise to the square term) should be small.

To provide some evaluation of this cost, we have measured the performance of the BE
scheduler during the runs described to this point, counting each pass of the scheduler
through each of its linear parts for each prbcess and each decision made. In fact, referring to
the BE algorithm description given in Figure 7-24, we have counted the number of times the

algorithm reached each of the critical points named in the listing:

¢ CO -- Number of schedules computed.
¢ C1 -- Number of times the ready time is computed.
¢ C2 -- Number of processes looked at by scheduler.

¢ C3 -- Number of times the pre-execution probability is computed by the
scheduler.
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¢ C4 -- Number of processes added to the available queue.
o C5 -- Number of times an overload needed to be fixed.
o C6 -- Number of processes checked to remove an overload.

¢ C7 -- (Not shown in Figure 7-24) Number of times the expected value was
computed. :

BE Scheduler Algorithm

C
02> For each process in the run queue in increasing deadline order
“29 If this process not already ready for scheduling
If this is a new process or if we are nearer overload than before
C1?9 Compute time at which this process will be ready to be scheduled
If we have already reached its ready time
Mark it ready for scheduling now . :
C32_> Else if there is probably time to run it without finishing it early
Mark it ready for pre-execution
If this process is marked ready or pre-executable
429 Compute current slack time and its variance
While probability of overload is above threshold (& more than one
process is in the queue for each processor so far)
C52> For each process kept in the queue so far
C8--25 Checkit for the smaiiest value density
Mark the smallest value density process not currently executable
Recompute the probability of overload without it
Keep track of the minimum (worst) slack found so far

For each process ready for execution now
Compute an interrupt time for the process with the minimum expected
slack to ensure it doesn’t run too long to kill
a more important process.

Figure 7-24: Instrumented BE Scheduler Algorithm

C7 is counted in the routine which computes the expected value, since this computation is

not repeated for processes for which it is already available for the same scheduling decision.

The actual cost for making a decision is a function of the number of times these parts of the
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algorithm are reached and the actual execution cost for a processor to complete each of
these computations. Based on experience with similar computations on existing real-time
systems, and assuming that an actual scheduler would use efficient approximations to the
expected execution time and expected value computations, a set of approximate costs (in
pseconds) for a hypothetical 1 MIPS processor was defined. These estimated costs represent
rough engineering estimates whose correct value is not critical, but we are instead primarily
interested in their relationships to each other. We will not ba evaluating the actual cost of this
algorithm precisely, but will rather be interested in the cost growth with increasing load. For

these computations, we estimated costs to be:

o T, Time to compute ready time " 100 pseconds
° T1 Time to check pre-execution probability 20 pseconds
° T2 Time to put a process in the execution list 100 pseconds
o T3 Time to remove a process from the execution list 100 pseconds
¢ T, Time to check a process for minimum value density - 25 pseconds
) T5 Time to compute its expected value 400 pseconds

Clearly, the architecture of the processor will significantly affect these times, but we expect

them to provide a useful evaluation of the simulator execution times.

Using these values and the counts from the simulations, we produced a set of plots of the
estimated decision cost in pseconds versus average percent load for each of the runs

described in Section 7.4.1. We include here two of these graphs:

e Scheduling decision cost per process (Figure 7-25), which is the overall
scheduling cost for the simulation divided by the total number of processes
present over all scheduling decisions.

e Scheduling decision cost per decision- (Figure 7-26), which is the overall
scheduling cost for the simulation divided by the number of times a new schedule
was constructed.

In each of these graphs, we show 5 separate curves for each value function run described in
Section 7.4.1, with each curve representing a value function type from Figure 7-1. Although
there is a considerable amount of variability on the curves which include processes with rising
value functions, the general shape of the curves shown in Figure 7-25 is significant. As load

increases from about 15% to about 250%, the mean cost for each process grows
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approximately linearly once a load of about 50% has been exceeded. Although it is not shown
on this graph, the algorithm is a simple linear one if no overload exists (see Section 5. This

graph provides empirical evidence for the O(i' ) complexity of this scheduler.

Similarly, Figure 7-26 gives evidence that despite its time complexity, the growth in cost over
the load range studied here is not explosive. Obviously, the cost of each of the steps taken in
the algorithm must be carefully controlled in an actual implementation, but the results,
especially if a separate non-application processor is used for scheduling, lead us to believe

that such a scheduler can be feasibly constructed.

The number of times a scheduling decision needed to be made varied with the number of
processes were requested. it was found that when processes without rising value functions
were used, the number of times the scheduler was invoked averaged about 1.8 times the
number of requests, while for simulations exclusively with processes with rising value
functions, the scheduler was invoked about 3.4 times the number of requests. This
information confirms our expectation regarding the timing of scheduling decisions for various

value function and load conditions.

7.4.5. Multiple Processors

Having described the performance of the BE scheduler for a single processor, we are
interested in showing its performance in the presence of more than one processor, subject to
the constraint that a single run queue be used for scheduling all the processors. This model
corresponds to a shared memory multiprocessor, and we assume that the configuration is

symmetrical with respect to processor speed.

Each of the schedulers tested in the experiments described above were implemented as fist
schedulers as described in [Ruschitzka 77], with each.scheduling call resulting in a list of
executable processors ordered by the sequence which the scheduler currently believes to be
best at that time. Each of the first n processes on this list are then assigned to the n
processors, then all of the processors continue until their assigned process terminates, is
aborted, or until the scheduler believes that another process should be executed

preemptively.

The assignment of the first n processes to the available processors constitutes a heuristic

which will very frequently, but not always, result in the highest value to the system. For a more



125

detailed discussion of the potential problems with this approach, see Section 7.6. We expect,
however, that the performance of this heuristic will provide a robust schedule usually
providing both a very high value (at least for the BE scheduler) and consistent performance

with reasonable utilization of the available processors.

As stated in Chapter 1, we expect that this research .will be later extended within the
Archons project to a distributed, real-time system, with each node consisting of a shared
memory multiprocessor, and a scheduler similar to that described here used to schedule
processes within each node. In such a system, we expect that each node will consist of a
processor dedicated to operating system functions, accompanied by one or more processors
executing application processes. In such a system, we would expect that the number of such
processors in a node will be fairly small (probably less than 5), so the experimentation

performed here on multiprocessor scheduling has been limited to 5 processors.

Our principal goals for the multiprocessor scheduling afe:

¢ Consistently high value for a set of processes as the number of processors are
increased. For this comparison, we look for the value to increase monotonicaily
as the number of processors increases, asymptotically reaching a value
representing the completion of all processes at their maximum values

¢ Consistently high value for a load which is at the same level per processor for
each additional processor. For example, given a load running at an average load .
of about 150% on one processor, we would like to achieve close to the same total
value with twice the load on two processors, “three times the load on three
processors, etc. This goal indicates that the scheduler is able to schedule each
of the processors equally well, spreading the load at each scheduling decision to
all processors. '

Corresponding to these goals, we make two sets of experimental runs. The first set,
resulting in Figure 7-27, contains an identical set of processes for each of five runs with 110 5
processors. This set was run twice; once using only step value functions, and the other with a
uniformly mixed set of value functions, and was chosen to place an average of about 113%
load on a single processor, proportionately less on the multiprocessor configurations. Thus,
the single processor was slightly overloaded on the average, while the multiprocessor cases
were underloaded on the average (although they still contained transient overloads within the
request interval). Figure 7-27 consists of two graphs of the two iteration;, each plotting the
fraction of upper bound value achieved against the number of processors, and showing the

results for all schedulers.
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The second set, resulting in Figure 7-28 consists of a set of five runs with 1 to 5 processors,
each running at about 113% average load. Thus, the load in each case as seen by each
processor is about the same, although the total load with 5 processors was 5 times as great
on an absolute basis. This set, also, was run twice, once with only step value functions, and
the other with a uniformly mixed set of value functions. Figure 7-28 is similar to Figure 7-27,
consisting of two graphs, each plotting the fraction of upper bound value achieved against

the number of processors, showing the results for all schedulers.

Interpreting these graphs is rather straightforward. In Figure 7-27, we clearly see the
monotonically increasing value as the number of processors increases, asymptotically
approaching an optimum value as the number of scheduling conflicts decreases. This effect
is apparent for all of the schedulers when only step value functions are present, but is true
only for the BE algorithm when mixed functions are used. In the step function case, we note
that the optimum value is approximated somewhat earlier by those algorithms explicitly using
knowledge of the expected execution time (i.e., BE, VD, SPT, D, SL) than for the other
schedulers. In Figure 7-28, we note the very consistent performance of the BE scheduler,
regardless of the nature of the value functions, with somewhat more variation with number of
pracessors shown by the other schedulers. Since none of these schedulers is explicitly taking
the existence of multiprocessers into account in its scheduling decisions, we conclude that
the consistent performance of tHe BE scheduler is due to its previously demonstrated

performance consistency regardless of value function mix or overall load.

7.5. Critical Decisions Analysis

In this section, we perform a detailed examination of some actual scheduling decision
situations encountered in the runs described in Section 7.4. Our goal here is to see some of
the critical situations in which the scheduling decision produces a higher or lower total value
in a real-time environment. Here, we view two actual situations which are representative of
the decisions made by the BE and other schedulers, and indicate the reasons for the
consistently satisfactory behavior of the BE scheduler in the presence of processes with

different value functions.
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7.5.1. Greediness

There are several important differences in the decision making behavior between the BE
scheduler and the others included in our experimentation. Of particular interest is the
similarity of the BE and VD schedulers which, under some conditions, produce comparable

total values. In the decision discussed here, we see the effects of their differences.

In this decision, we have a queue consisting of these processes:

Process Expected Time to Peak Expected Deadline
1D Run Time Deadline Value Value Density Priority
3 .115 .389 2.7 22.93 4
13 .617 .515 3.8 3.35 23
19 .355 .884 9.8 27.04 9
22a .720 1.432 1.4 1.80 15
22b .720 1.485 1.4 1.79 15
14 .663 1.686 5.4 7.83 17
11 1.121 2.582 10.5 9.19 27

The BE scheduler, as described in Chapter 5, starts with a deadline schedule (the order of
this list), then attempts to remove any overload. In this case, an 80% probability of overload is
detected when process 13 is considered, forcing either process 3 or 13 to be removed. Based
on their value density, process 13 is dropped. The probability of overload is not high again
until process 22b (the "b" means that this is the second instance of process 22 to be
requested in this run queue) is considered, at which an overload probability of 87% is
detected. At this point, process 22b is dropped, and the processing is repeated untii the
deadline ordered, non-overloaded list 3, 19, 11 is generated, resulting in executing process 3.
Note, however, that process 3 is not the most important process in the list (indicated by the
peak value shown), but the BE scheduler believes that it can complete 3 in time to still process

19 and 11, so it does not remove it.

The VD scheduler, on the other hand, greedily picks process 19, since it has the highest
value density, thus dooming process 3 to be aborted, since its deadline is too near to allow it
to be completed after 19. The BE algorithm would have made this same decision if the
overload had required choosing between 3 and 19, but such a decision was not needed in this

and many similar cases.

Process 3 was picked at this point not only by BE, but also by D, SPT, and FD, but their

decision making was flawed in that none of them noticed the impending overload, and would
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have made this same decision regardless of the overload. Only the VD scheduler would have
picked 19; the SL and FIFO schedulers would have picked 13, resulting in the probable loss of

process 19.

Decisions of this type occur frequently in overload conditions, but as the overload worsens,
the difference between the BE and VD schedulers diminishes, since the computed value
density becomes a more important decision factor than the deadline order. The criticality of
these decisions becomes most evident in the presence of load "spikes" in which only a few

processes must be aborted in order to consistently execute the most important processes.

7.5.2. Rising Value Function

In this case, a process (process 37) is requested with a rising value function which peaks
1.125 seconds after being requested. We describe the run queue and sequence of BE
scheduling decisions made at each decision time, printing an asterisk by the process

scheduled at that time:

Time Process Expected Time to Completion Completion
1D Run Time Deadline Time Value
22.819 21 v .675 .570
13* .373 .628
37 .449 1.125
11 1.121 2.486
22.824 21 .675 .564
13 .369 .622
19# .355 .884 23.237 9.7
37 . 449 1.120
11 1.121 2.481
23.237 21 .675 .152
13 .369 .210
37* .449 .707
11 1.121 2.068
23.422 21 .675 -.033
13* .369 .025
37 .274 .522
11 1.121 1.883
23.503 21 .675 -.114 aborted 0.0
13 .291 -.056
37+ .274 .441 23.715 6.4
11 1.121 1.802

Here, we note that process 37 arrives in a non-overloaded situation, as long as process 21 is
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ignored; since 21 has already been delayed until it is unlikely that a reasonable value could be
obtained (note that 21 has an exponential value decay). The BE scheduler has determined
that 37 could be pre-executed for a period of time if time is available, but because of the lack
of overload, sticks with the simple deadline schedule by executing 13 (which has a quadratic
value decay, prolonging its useful life by .3 or .4 seconds). A short time later, at time 22.824,
process 19 arrives with such a high value density, that its competition with 13 causes 13 to be
preempted. Process 19 executes, completing at time 23.237 with a very high value. By this
time, process 13 is competing with 37, and 37 has a higher value density, so 37 is scheduled.
This is really too early for 37, so it is removed at time 23.422 to prevent its premature
completion, returning the processor to 13. At time 23.503, control is returned to 37, permitting

it to complete at time 23.715 with nearly its peak value of 7.3.

This sequence has significantly enhanced the value of 37 over, for example, the VD
scheduler, which would have begun 37 as soon as 19 completed, finishing it much too early
for a high value. Situations such as this one account for the significantly higher value attained

by the BE scheduler in the presence of rising value functions.

7.6. Algorithm Areas of Weakness

The BE scheduler makes its decisions according to a set of heuristics, and as with any
heuristic-based decision maker, will not always make an optimal decision. In this section, we
consider situations in which sub-optimal decisions may be made, assessing the significance

of these decisions in a real-time environment.

7.6.1. Non-Determinism

This research is based on a stochastic paradigm in which it is not possible to absolutely
predict the processing of any particular application function, but rather it has been our goal to
make significant improvements to the overall probability of completing real-time processes at

a time which will produce a high value for the system.

There are many situations in which a real-time system must not only achieve a high value
with high probability, but in which a particular process must be "guaranteed" completion at a
particular time (e.g., processing critical sensor data which will be overwritten if processing is
delayed). The inability of the scheduling techniques described here to provide such a
guarantee can be considered a weakness in the application of these ideas to certain real-time

system domains.
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We characterize applications containing processes requiring such "guarantees” as highly
cyclic applications, in which all or almost all system inputs and outputs occur at reguiar
intervals, and hence the processing load is highly predictable. Such systems, including
applications such as sonar processing or industrial process control, provide inputs at regular
intervals and produce outputs at similar intervals, and only infrequently process aperiodic

interrupt-driven inputs.

While our inability to guarantee processing access to such systems might be a drawback,
we note that a designer using a scheduler such as the BE scheduler described here has a
number of options in setting up the value functions which can alleviate this problem. The use
of the simple deadline schedule which remains intact in the absence of overload ensures that
a set of periodic processes with deadlines which do not themselves cause overload will be
scheduled to meet their deadlines. This predictability is essentially the same as is currently
provided in many existing real-time systems, which provide for such repetitive processing with
fixed time slots, except that the deadline-driven schedule permits utilization of the unused
time in each time slot currently wasted in such systems. Given the absence of overload due to
aperiodic load, the BE scheduler will perform exactly as well as the deadline scheduler,
providing optimal time-constraint processing in such a single processor environment. Even in
the presence of an overload, careful use of extremely high value functions for such a set of
mutually non-interfering processés can essentially "guarantee" their completion at the

expense of processes with lower value functions.

The aperiodic inputs may occur as a result of two kinds of events:

e Highly important "emergency"” events.

e L ow importance "background" events.

7.6.1.1. Emergency Event Scheduling.

Existing real-time systems with high periodic processing loads suffer from exactly the
problems described in Chapter 1; performance remains. completely predictable until an
unexpected (and, it is to be hoped, unusuali) flood of aperiodic activity occurs, possibly as a
result of a massive failure or emergency in the application. With such scheduling techniques
as time-slot scheduling, all guarantees are gone, and the response to such a situation is
completely unpredictable; such an occasion is, however, exactly the wrong time for this

unpredictable behavior to occur, since appropriate emergency response is critical.
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Using a BE scheduler, the designer can evaluate the processing requirements of each
process, including both the normal periodic processes and the emergency interrupt
processes, specifying their response time requirements and their importance in the single
value function (see Chapter 4 for a discussion of the use of value functions for determining
system policy) for each process. Thus, in the absence of the aperiodic processes, the ability
of the non-overloaded system to meet time constraints can be guaranteed, while the
predictable performance in reaction to an emergency overload will also be attainable,

naturally at the cost of missing a few of the "normal” periodic time constraints.

7.6.1.2. Background Event Scheduling

The other form of aperiodic events occurring in a predominately periodic real-time system is
relatively low-importance events such as operator switch depressions or I/O device
completion. In a time slot driven system, these are typically handled by assigning all of them
to a time slot which checks for its occurrence each cycle and handles it then. If, as is usually

the case, no such event has occurred, the slot is wasted.

Using a BE scheduler, the designer can simply assign to each such event a value function
whose shape reflects its time constraints, and whose amplitude reflects the importance of the
event relative to the periodic processing and other eveﬁts. Assuming a relatively low
importance is assigned, the scheduler would naturally ensure the completion of the more
important periodic processing, completing the event-driven processes as time is available.
Thus, while "guarantees" are not possible in such a system, the use of value functions to
define time constraints and importance should ensure that all non-overioad time constraints

are met.

7.6.2. Planning vs. Greediness

The reader will have observed that for many types of value functions and for some load
levels, the VD scheduler performs as well as, or occasionally slightly better than, the BE
scheduler. This results from the fact that at low load levels, the choice of scheduler is
relatively unimportant as long as they both make scheduling decisions using value function
data, while at very high load levels, the BE scheduler will essentially schedule by value

density, having eliminated all low value density processes.

The fact that the VD scheduler occasionally outperforms BE, however, might come as a
surprise from this analysis. This results from the relative performance of a "greedy” algorithm

(i.e., VD) and a forward-looking algorithm (i.e., BE). Consider a request sequence as follows:
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Request Process Value Fxpected Time to
Time 1D Density Run Time Deadline
0 1 5 2 3
2 10 3 6
4 3 20 4 5

At time 0, the BE scheduler will execute process 1, since it expects that both processes can
make their deadlines, while the VD scheduler will executev process 2, causing 1 to be aborted.
Neither, of course, foresees the impending arrival of process 3. When process 3 is requested,
the BE scheduler has been executing process 2 for 1 time unit, but now detects an overload
and switches to process 3, since process 2 has a lower value density. Thus, when BE
completes process 3, it has achieved a total value of 25 from completing processes 1 and 3.
VD, however, completed process 2, sat idle for 1 time unit, then completed process 3,

achieving a total value of 30.

This effect is due to the greediness of th‘e VD scheduler. BE is assuming that the probability
of a high value density/low slack time process being requested is low, so it expects to achieve
a high total value by con.wpleting all processes as long as an overload does not occur. The VD
scheduler, however, is pessimistic, and assumes that if it doesn't take the value as soon as
possible, the opportunity will pass by. The difference, then, in the total value to be achieved
depends on the probability with which the scheduier’s assumplions about fulure requests are

correct.

In general, we would expect that in an actual implementation, the use of forward planning
would be preferable to a greedy approach to scheduling, but the architect of the system
would need to understand the expected pattern of requests to determine the best approach

for that application.

7.6.3. Multiple Processor Anomalies

In Section 7.4.5, we described the approach used by these schedulers to provide
scheduling for a shared-memory multiprocessor. This method has been shown empirically to
produce good results for a multiprocessor, but there are cases in which the schedule is
non-optimum. Consider the following list of processes output by the BE scheduler in a two
processor system, reflecting the order in which these processes should be executed to meet
their time constraints (of course, the BE scheduler has removed the overload, if any, from this

sequence).
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Process Fxpected Tine to
ID Run Time Deadline
1 2 4
3 6
3 6 7

This schedule, assuming that the expected run times are correct, could be met by assigning
processes 1 and 3 to the two processors, then assigning 2 to the available processor when
process 1 completes. However, the method we used would have assigned processes 1 and 2

to the two processors, thus forcing process 3's deadline to be missed.

While this effect does occur, our simulation showed that the probability of its occurrence is
very low. Furthermore, we experimented with heuristics to correct such situations, and we
found that because of the stochastic nature of the execution times, the resulting schedule
modifications were not sufficiently accurate to result in a significant improvement, while the
cost was rather high. 1t is this effect which causes the general problem of optimal

multiprocessor scheduling to be so difficult.

7.7. Overall Algorithm Evaluation

In this chapter, we have attempted to demonstrate the performance of a scheduler, here
caiied the BE scheduler, which expiicitly uses the appiication specified time vaiue function of
a process to make scheduling decisions. The principal design goal for this scheduler was to
consistently achieve a high total value from the scheduling of a set of processes under time
constraints. The resulting time-driven scheduler has been demonstrated to produce such a

value in the presence of:

¢ A wide variety of loads, including both transient and persistent overloads, and
including very heavy overloads.

¢ A wide variety of value functions, including both rising and level value functions
prior to the critical time, and including both homogeneous and mixed value
functions.

¢ Either single processor configurations or multiple processor configurations.

e Varying amounts and quality of execution time knowledge.

e Varying execution time distributions and knowledge of that distribution.
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Chapter 8
Observations and Conclusions

The problem of scheduling processes in a real-time system is a difficult one, and has been
studied in a number of contexts for many years. Because of the difficulty of the problem,
practitioners in this field have resorted to simple techniques, such as fixed priority schedulers
and FIFO schedulers, in an attempt to produce acceptable systems, designing them to ensure
that the available resources are adequate to provide service at all expected load levels. As a
result, such systems are both extremely expensive and excessively unreliable when the

processing lvad grows beyond the designers’ expectations.

In this research, we established an ambitious set of goals with respect to real-time process

scheduling:

1. To determine a way to make the process scheduling decisions in a real-time
computer system which would explicitly consider process importance and time .
constraints in each decision. We expected that this effort would require creating
and evaluating a set of heuristics with which time-dependent value functions
could be used to allow a system to achieve a high user-defined value by
scheduling processes at the correct times.

2. Using these heuristics, to create a scheduler for a shared-memory multiprocessor
which will use these time-dependent value functions to schedule processes,
making a "best effort" to maximize the overall value to the system.

3. To construct a flexible simulator with which to evaluate this scheduler in a fully
preemptive, single queue, muitiprocessing environment.

4. Using this simulator, to evaluate this scheduler according to three characteristics:

e In comparison to the other scheduling algorithms in use, or proposed for
use, in existing operating systems {(whether real-time or not).

e In comparison with the actual decisions made at critical scheduling times
with the best decision which a human expert would be able to make.

e In comparison with an upper bound on the value achievable with a
particular set of processes in the time allotted to them.
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5. To determine how such a scheduler could be used in an actual real-time system
to fulfill user policy objectives.

This effort has resulted in significant progress against these goals:

1. We have created a scheduler which performs with a high degree of consistency
over a wide range of time value functions and with any of four computation time
distributions (i.e., Normal, Exponential, Lognormal, or Bimodal) as long as the
value decreases in some fashion following the critical time. This scheduler makes
scheduling decisions using a set of relatively simple heuristics, determining a
"good" time to schedule each process, detecting an overload situation and
responding to it by allocating the processor to those processes which will
enhance the overall value to the system.

2. A simulator has been constructed that realistically provides an environment in
which a preemptive multiprocessor scheduler can schedule a set of suitably
defined processes over a finite period of time, measuring its performance
according to a number of characteristics. This simulator provides multiple -
computation time distributions, the ability to define a processing load which is
generally overloaded or underloaded, and the ability to define "spikes" in
processing load which can substantially change the load characteristics for
subsets of the execution interval. It allows processes to have - either
homogeneous or non-homogeneous sets of value functions, and can repeat a
particular set of process requests for as many as nine different schedulers which
have been designed to ‘implement each of the commonly used scheduling
algorithms.

3. A large number of evaluation executions of our scheduler against widely varying
conditions of load, value function, processing time distributions, number of
processors, and run-time knowledge, have been made, providing a large body of
statistics demonstrating the performance of the scheduler. In addition, a large
number of schedules have been evaluated manually, a few of which have been
described here in detail, identifying critical scheduling decisions and evaluating
them against the decisions which would have been made by the experienced
human decision maker.

4. An analysis of the implications of such a scheduler with respect to the definition
and implementation of a user-defined set of scheduling policies has been made
with the goal of providing for the future use of this scheduling paradigm in actual
real-time systems.
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8.1. Contributions

While process scheduling has been widely considered for many years, long predating
computers as we know them today, the computationally tractable scheduling problems have
only marginal practical use, while the intractable ones, particularly in distributed
environments, have been almost entirely untouched. The computational modei used to
describe the time-driven scheduling problem for this research bears a strong relationship to
the actual situation in many existing real-time systems, so we expect to be able to implement
this concept in an actual real-time environment such as ArchOS (the Archons operating
system); therefore his work is expected to result in practical approaches to thg problem of
real-time time-driven scheduling in both a single processor and, by extension, in a distributed
environment. The use of continuous value functions to control this scheduling will, we
believe, greatly improve our ability to define and implement practical scheduling policies for

real-time systems.

Our specific emphasis on real-time time-driven scheduling in the presence of insufficient
resources is critical to a successful real-time system. Existing real-time operating systems do
not manage critical times at all, but rely on the abundance of resources to ensure that critical
times are met. In virtually all such systems, deadlines are occasionally missed, due to such
problems as unanticipated load, design error, or partial system failure, and such systems
trequently produce anomatous and occasionally disastrous behavior in these situations. Our
contribution in this area is expected to lead to a significant improvement in our ability to

design, implement, and predict the behavior of such systems.

Relying on resource abundance to ensure predictable, consistent behavior in the presence
of heavy load situations has the effect of greatly increasing the cost of real-time systems.
There are two parts to the computation of costs in constructing systems; recurring and non-
recurring costs. Non-recurring costs (e.g., system architecture, software development, initial
test), while important, form only a smail part of the total system life-cycle cost. The recurring
cost (e.g., hardware production, hardware and software maintenance, spares) is the principal
driving factor in this total cost. Designing systems to provide excessive resources (e.g., cpu
performance, storage, communications bandwidth) drive up both cost factors, but especially
the recurring costs, and any method which will make it possible to moderate the waste of

these resources will help keep system costs under control.

One of the reasons for the high cost of real-time systems is the cost of producing and
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maintaining the complex software required for such systems. Because of the rather limited
capability of existing real-time operating systems to schedule processes to meet time
constraints, the burden of managing time constraints has been assumed by the application
software, thereby significantly adding to the complexity of the software and the cost of
producing and maintaining it. Attendant with this increased complexity is the secondary
effect that decisions made at the application level cannot usually take the overail system
performance into account, rather they are tailored to the specific part of the application
involved, possibly at the expense of the other parts of the application. The use of user-
defined policy in the form of value functions allows these scheduling decisions to be made
within the operating system, where decisions can be made from the larger system
perspective, and removed from the application, providing greater simplicity and robustness

during application software development and maintenance.

8.2. Extensions

There are a number of possible extensions to this work which will be the subject of future

effort after the completion of this project, both by this author and others. Some of these are:

1. Exploration of the issues of best effort decisions in a decentralized system. This
research has concentrated on the scheduling problem at a single node, but it
seems clear that this work should be extended to be part of an overall process
management capability in a distributed environment. For example, the scheduler
defined in this research produces not only a list of processes which are
immediately schedulable, but also a list of processes which could be scheduled
now if load conditions permitted, but whose value density is too low. These
processes could be candidates for process migration, a significant part of a
distributed process management capability. '

2. The list produced by the scheduler also identifies processes which, although not
to be immediately executed, are expected to be executed in the near future,
which could be used as part of a heuristic for a virtual memory paging manager.
This list of processes which will, and will not, be needing storage in the near
future, along with estimates of when the space will be needed could be used to
ensure that the needed resources are available at the appropriate times. This
could also, perhaps, be applied to other resource management decisions, such
as files and communications resources.

3. Although we have informally considered some of the software engineering issues
involved in the use of value functions in actual real-time systems development,
there is much more to be done here. An extension of this research should
include further investigation and experimentation with the separation of value
function concerns among the participants in a real-time system project,
determining the effects of controlling scheduling policy using value functions at
different levels of control.
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4. This research has concentrated on the scheduling of processes which are
assumed to be ready for execution, and whose value functions are known at
scheduling time. Important extensions of this work will involve considering
processes whose requests are known to be imminent, such as periodic
processes, and explicitly handling precedence and consistency constraints
among processes.
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